The Varieties of Homicide
and Its Resear ch

Proceedings of the 1999 Meeting
of the Homicide Research Working Group

FBI Academy, Quantico, Virginia

Editors

Paul H. Blackman
National Rifle Association
Vanessa Levrier Leggett
University of Houston-Downtown
Brittawni Lee Olson
National Research Corporation
John P. Jarvis

Federal Bureau of Investigation



Findings and conclusions of the research reported here are those of the authors and do not necessarily
reflect the officid position or palicies of the U.S. Department of Jugtice or the Federa Bureau of
Investigation.

Published by FBI Academy, Federal Bureau of Investigation, U.S. Department of Justice.
Cover desgn by Cynthis Laskiewicz, Behaviora Science Unit, FBI Academy.
Suggested citation: Blackman, P.H., Leggett, V.L., Olson, B.L., & Jarvis, JP. (Eds.). (2000). The

varieties of homicide and its research: Proceedings of the 1999 meeting of the Homicide
Research Working Group. Washington, DC: Federa Bureau of Investigation.



FOREWORD

Crime and violence continue to be amgor chalenge facing the nation. Encouragingly, recent datistics
show marked declinesin crime in the United States (Federal Bureau of Investigation, 1999). However,
as recent as just afew years ago, rates for crimes of violence and homicide were recorded to be at
near al time high levels. As a consequence, various efforts to respond to an apparent “ epidemic of
violence’ in the United States resulted. Among these New Y ork Cities COMPSTAT approach to
crime analyss, Richmond, Virginia s Project Exile to curb gun use, and the Boston Gun Project are but
afew of the programmatic efforts that are widely believed to have contributed to the decline of violent
crime rates within these communities. Y et, each of these crime control efforts has a least one dement in
common. All have been, ether directly or indirectly, examined for their contributions and limitations by
the researchers, practitioners, and academics that comprise the Homicide Research Working Group
(HRWG).

Dedicated to examining the causes, corrdates, and promise for preventing both homicide and
violent behavior, The HRWG, with support from the Nationa Indtitute of Justice, was formed in 1991.
In June 1992, a the Univerdity of Michigan in Ann Arbor severd researchers and academicians
assembled to discuss issues related to the measurement, research and understanding of violence and
homicide. As noted above, reported rates for these crimes were at unprecedented levelsin 1992. At
this gathering the HRWG was formalized and annua meetings have followed. This effort hasyielded a
body of knowledge, ascholarly journd, programmeatic directions, and collaborative relationships among
researchers that significantly enhance our understanding of the problems of homicide and the potentia
to prevent these tragic outcomes.

In furtherance of this effort, the Training Divison of the Federd Bureau of Investigation, United
States Department of Judtice, initidly hosted the annua meetings of the 1993 Homicide Research
Working Group at the FBI Academy in Quantico, Virginia This symposium brought together
gpproximately 50 individuas and served as a catays for further research and discovery. The
proceedings from this 1993 symposium were then published by the Nationd Indtitute of Justice. Asa
direct consequence of the success of these earlier HRWG mestings, the Behaviord Science Unit of the
FBI Academy again hosted the 1999 meetings of the HRWG. This symposium brought together more
than 80 practitioners, researchers, academicians, and others who were seeking to further work on the
changing causes, correlates, and potentias for curbing the incidence of both homicide and violence.

These proceedings represent not only a compilation of the activities of these 1999 mestings but
aso serve to underscore the commitment by government, private industry, and the public that are
necessary to understand and prevent the problems created by violence and homicide. It is hoped that
the information provided herein will continue to assist individuals and organizations dedicated to
broadening our understanding of the problems of violence and homicide. This symposium, and the
information contained in the articles published here, have two gods. 1) the enhancement of the state of
knowledge relative to homicide and violence in our society and 2) the identification of strategiesto
prevent such behavior now and in the future.



John Jarvis
Behaviord Science Unit
FBI Academy

Federd Bureau of Investigation
1999 Crime in the United States, Uniform Crime Reports. Washington, D.C..




PREFACE

Aswith its predecessors, the eighth annua workshop of the Homicide Research Working Group
was sponsored by agroup interested in homicide research. Thisyear's participants were equaly interested
in learning about, and taking advantage of, the facilities of the sponsoring organization. The HRWG is
diginguished in part by itsfusion of scholarly research (which probesthe causes of violence on paper) with
practical sudies (which reved itseffectsonthe streets). It seemed the perfect marriage, then, when the FBI
Academy -- asit had for the second annual symposium in 1993 -- offered itsfacilitiesagainin 1999. This
unique symbiosis afforded the opportunity for stimulating discussons on members papers and sessonson
suchtopicsasstaking and profiling presented by agentsfrom the FBI and the United States Secret Service.
Memberswere dso given atour of the Academy to learn more about aspects of the FBI'swork asit might
relate to homicide and its investigation/research.

In the past, the Proceedings of the HRWG mestings, varioudy caled workshops and symposia,
were published by the Nationd Ingtitute of Justice (NI1J) of the Department of Justice, which essentidly
sponsored the HRWG in its early years. With the growth of the organization, to the point where Sage
Publications publishes Homicide Sudies: An Interdisciplinary & International Journal, it no longer
seemed appropriatefor the N1Jto continue to publish materia not based on NIJ sponsorship. Fortunately,
for the 1999 Proceedings, the FBI Academy decided to expand its role as host to assume the role of
publisher for the Proceedings, which include copies of the papers delivered at the annua mesting, as well
as summaries of the discussons related to those papers. These proceedings dso include brief summaries
of the panels held, involving presentations and discussions without papers, on staking, media coverage of
homicide and its research, and profiling.

It should be noted that there have been some substantive changesin format and content. Some of
the authors of the various papers took advantage of the time between the oral presentation and the
deadlinesfor submission of thewritten versonsto update and revisetheir papers. Indeed, someof thetitles
differ between these proceedings and the more tentative titles listed in the Agenda for the meeting (first
gopendix), and authorship has occasiondly been expanded. In addition, Discussions for each panel are
based on the notes taken by the various recorders during the sessions, but have been modified for
uniformity. As there are no standard rules for how notes are recorded, there is considerable variation as
to what was deemed worthy of recording. Moreover, because there are two intermediate steps between
participants ord commentary during the discussonsand our written summary of what was spoken, nothing
reported here should be treated as a precise quotation, although we hope the gist of each Statement is
accurate. Laglly, infairnessto contributors and editors, it should be noted that software incompatibility and
other computer glitches sometimesmade aspectsof conversion-- e.g., pagelayout, grammar, even pelling,
especidly related to the use of graphics -- beyond the abilities of authors and editors to correct. And, of
course, dlowances should be made for standard human errors. Nonetheless, these Proceedings should
prove useful to scholars of lethd violence.



Grateful acknowledgment isdueto dl those who ass sted with these proceedings and the meeting.
The editors wish to thank Dwayne Smith, who, based on his experience as editor of Homicide Sudies,
has aways been willing to respond to editorid inquiries. Additiondly, membersof the HRWG appreciate
those at the FBI Academy who made it possible for the group to enjoy the educationd enhancement its
fadlities provided. Specid thanks are due to John Patrick Jarvis, of the Behavioral Sciences Unit, for
orchedtrating the FBI's sponsorship of the meeting and publication of these proceedings, as well as for
continuing to support the HRWG and itsmission. And, findly, thanksto dl participants, who, through their
research and dedication, continue to further that worthy mission, which amsto understand the sources of
lethd violence and, ultimately, how it might be reduced.

Paul H. Blackman
Vanessa Levrier Leggett
Brittawni Lee Olson



TABLE OF CONTENTS

Foreword
Preface
Table of Contents

CHAPTER ONE: METHODOLOGY OF HISTORICAL STUDIES

A capture-recapture approach to the estimation of hidden historica killings
Douglas L. Eckberg

Egtimating the accuracy of historic homicide rates: New Y ork City and Los Angeles
Eric Monkkonen

Homicides in Savannah (1896-1903): data collection
Vance McLaughlin

Getting away with murder?: homicide and the coronersin nineteenth-century London
Mary Beth Emmerichs

Discussion

CHAPTER TWO: HOMICIDES AGAINST WOMEN

When homicide data bases do not answer the questions: field strategies for locating and

interviewing proxies

Judith McFarlane, Carolyn Rebecca Block, Gail Rayford Walker, and Chrigtine
Ovcharchyn Devitt

Crimind and restraining order histories of intimate partner-related homicide
offenders in Massachusetts, 1991-1995

Linda Langford, Nancy Isaac, and Sandra Adams
Legd reactions to intimate partner homicide: a preiminary look &t the role of gender
and intimacy

Myrna Dawson

Reproductive age women are over-represented among victims of wife-killing
Todd K. Shackelford, David M. Buss, and Jay Peters

Discusson

vii

Page
iii

Vi

13

21

31
37

43

45

57

67

73

85



CHAPTER THREE: HOMICIDE PERPETRATORS AND VICTIMS

Prior involvement with drugs, illega activities, groups, and guns among asample of
young homicide offenders
Harry M. Browngtein, Susan M. Crimmins, Judith A. Ryder, Ragqud Marie
Warley, and Barry J. Spunt

The nature of expressveness and ingrumentdity in homicide, and itsimplications
for offender profiling
C. Gabridle SAfdti

Victim and perpetrator characteristics for firearm-related homicides of youth during
1991-1997
Evelyn M. Kuhn, Carrie L. Nie, Mdlory E. O’ Brien, Richard L. Withers,
and Stephen W. Hargarten

The homicide and drug connection
Dean G. Rojek

State homicide victimization rates: do regresson results differ by sex or race?
Thomas B. Marvel

Fabricated illness and homicide of children: solving complex medica problems with
a computerized database system
Donna Rosenberg
Discussion
CHAPTER FOUR: GUN-RELATED RESEARCH AND RESEARCH IN PROGRESS

Using federd firearms licenses (FFL) data as an indirect measure of gun availability
Jay Corzine, Lin Huff-Corzine, and Greg Weaver

Matching homicide reports and degth records in Cdifornia
Jason Van Court and AllegraKim

Homicide gun characterigtics before and after the 1994 crime hill
Stephen W. Hargarten, Evelyn M. Kuhn, Carrie L. Nie, Malory O’ Brien,
Richard L. Withers, and Garen J. Wintemute

School shootingsin the United States: atypology of lethad and nonlethd injury

Vil

89

91

105

117

131

141

147

155

159

161

175

179



Kathleen M. Heide, Cary Hopkins Eyles, and Erin Spencer
Discussion
CHAPTER FHVE: MULTIPLE MURDER

Firearm homicide-suicide events in southeastern Wisconsin, 1991-1997

CarrieL. Nie, Evdyn M. Kuhn, Mdlory E. O’ Brien, Richard L. Withers,

and Stephen W. Hargarten

Parricidd familicide
Vanessa Levrier Leggett

Offense, offender, and victim characteristics of public mass murder incidentsin
the United States, 1975-1999
Thomas A. Petee and Kathy G. Padgett

Murder-for-hire: an exploratory study of participant relationships
James A. Black

Discusson
CHAPTER SIX: SUMMARIES OF PANELSWITHOUT PAPERS

Saking
Pat Tjaden, Brian Vossekud, Robert Fein, and Marie Dyson

Homicide, homicide research, and the news media -- Littleton and beyond
Ted Gest, Gary Fidds, Krigtan Trugman, Allan Lengd, and Tom Petee

Prafiling
Mark Safarik

APPENDICES
Agendafor 8th annua symposium of the Homicide Research Working Group

Participants in the symposium

183

189

195

197

209

226

236

249

255

257

261

263

267

269

273



CHAPTER ONE

METHODOLOGY OF HISTORICAL STUDIES



A CAPTURE-RECAPTURE APPROACH TO ESTIMATION OF
HIDDEN HISTORIAL KILLINGS

Douglas Eckberg, Department of Sociology, Winthrop University,
Rock Hill, SC 29733

ABSTRACT

Any scholar attempting to trace higtoric trends in homicide must grapple with the issue of missng
data, some of which are yet to be uncovered, but others of which have disgppeared forever. This paper
shows the utility of multi-source “capture-recapture’ (or “duad enumeration”) methods for estimating the
number of unrecorded murders, using newspaper and archives datafor the sate of South Carolina, 1877-
1878. Results are dramatic. Incomparison with the capture-recapture estimate of total homicides, a least
58% of the state's murders for the 2 years are not to be found in the South Carolina State Department of
Archives and Higtory; the mgor newspaper of the state missed at least 30%; and the combined sources
missed at least 20%. Clearly, any historicd trend study based on the 2 sources done would face a
formidable undercount problem. The 19th century Southern culture and socia structure, and the ruralness
of the state, may contribute to the problem.

INTRODUCTION

As with other higtorical trends, those of homicide are derived from counts from some set of
sources, including coroners' records, indictments, arrests, and newspaper accounts.  But what proportion
of the origind incidentswere recorded and —if S0 —4ill exist? Adding sources usudly increasesthe count,
but it cannot be known directly how closgly this gpproaches the true figure. The available count for any
period before the development of regular death or crime reporting likely will undershoot the true number
substantidly. Thiswill make earlier periods gppear lessviolent than they were, create false upward trends,
overstate real upward trends, and mask downward trends.

The problem of missing or hard-to-count phenomenahaslong interested demographers, who have
devised methods that may be helpful for the type of problem faced here. In this paper, | will discussthe
uses and limitations of one demographic method suited to higtorical data. Originaly called the method of
Chandrasekar and Deming after its devel opers, the class of such methods are now usualy referred to as
“dud-enumeration” or “capture-recapture’” methods. | will describe the method, including its major
limitation, then will show its gpplicability for estimating the number of unrecorded or lost homicides by
applying it to homicide data from post-Reconstruction South Carolina. It relies on characterigtics of the
individud cases that are found from different sources, so | will describe the two homicide data sources,
induding technical issuesthat the historian or hitorically-oriented socid scientist will need to address. After
deriving estimates of the number and rate of South Carolina homicides, | will discuss some implications
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for the use of historica records.

CAPTURE-RECAPTURE METHODS

Chandrasekar and Deming (1949) devel oped the method to estimate the number of birthsor degths
missed by regigrars. To estimate the missng number, they matched individuds from two ligts, origindly
aregigrar’ slig andthelist obtained viaahouse-to-house canvas. Each list presumably misses some births
or deaths, and each serves as a criterion for judging the completeness of the other. Technical
characterigtics of the method alowed estimation of the“dark figure’ and, in some cases, sandard errors
and confidenceintervasaswdl. Because of this, such methods have found awide variety of applications
by law enforcement, hedlth care, and socid service agencies. In arare historica application, Crimmins
(1980) usad it to estimate the completeness of mortality data from the 1900 U.S. census and death
regidtration data, but it has never, to this writer’s knowledge, been used to estimate historica homicide
numbers.

Beginning with the two just-mentioned lists, items are matched and divided into three categories:

N; = the number found only on thefirst ligt
N, = the number found only on the second list
C = the number found on both ligs

The actual number of itemsis the sum of those in the three categories plus an unknown number (X) that
aremissing from both ligs. Theinitid, estimate of the number of items missing from bath ligsis

X = (N)(N)/(C),

0 theinitid estimate of the total number of itemsis
T=N;+N,+C+X.

LIMITATIONS OF CAPTURE-RECAPTURE METHODS

There are severd criteriathat must be met for the estimates to be accurate, dl of which probably
will be violated to some extent. | will discussfour criteriathat are mentioned by most scholarswho usethe
methods. Firg, items must belong in the categories to which they are assigned. All itemsincluded onthe
ligts should belong on the lists, and those excluded should not. Theoretically either they do or do not, but
in practice one hasto use decision criteriaand there are likely to be false positives (non-homicidesthat are
mistakenly included in the totals) and fase negatives (red homicides that are mistakenly excluded). Isa
reported “killing” really an accident, asuicide, or a degth from some unrelated cause? Was there a degth
at dl, or wasthereafdsereport? Including afase postive will both add ahomicide to the count and add
to the estimate of uncounted homicides. Excluding a fase negative will have the opposite effect.
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Second, items must belong in the geographica area, time period, and specific population under
Sudy. Errors of “scope” concern homicides that really happened, but in different periods, places, or
populations than the one being studied. Their effects are the same as those of inclusion errors. 1t can be
hard to get geographical and population closure with highly mobile populations.

Third, it must be clear which items from the two lists do and do not match. A “match” between
items on two lists al'so depends on decision criteria, and there can again be false positives and negatives.
Matching errorswill have larger effects on the estimate of uncounted homicidesthanwill incluson or scope
errors. Nineteenth-century newspapers were lax on names, dates, and place names, so one can find
homicide accounts in the paper and in coroner’ s records that might or might not be different accounts of
the same event. To addressthis, it is hepful to record as much information on eech event asis available,
S0 that the number of correct matches (and non-matches) are maximized.

Thesefirdt threeissues are faced by anyone who categorizes and tabulates any phenomenon, and
use of well thought out sdection criteria can minimize the problems. The fourth one, though, causes more
difficulties Namely, thelikelihood of anitem from the popul ation gppearing on onelist must beindependent
of its likelihood of gppearing on the other. This recaives the bulk of methodologica discussion in the
literature, and it will do so here. In the best case, each list will contain a more or less random sample of
dl items. “Corrdation bias’ exigs where incluson is not random. Anitem that isincluded on onelist has
agreater (or, seldom, lesser) chance of being included on the second list than does an item that ismissing
fromthe list. This can happen because the two sources are not independent of one another (eg., a
newspaper may draw on the coroner’ s reports when reporting homicides), or because different eventsin
the population smply have different probabilities of being noted (e.g., the death of an important personis
more likely to be noted than isthat of atransent). Pogitive correation bias, the Stuation in which anitem
gppearing on onelist hasagreater than averagelikelihood of gppearing onthe other i, causesthe estimate
of missing eventsto betoo low, how low depending on the strength of the correlation. Inthe extreme case
that items from one list always appear on the other li, the estimate of missng items will be zero; it may
not be possible to determineif this Stuation is caused by correlation bias or by exceptionally good record

keeping.

Correlation bias is non-random and not caused by faulty selection criteria, and there isno certain
way to diminate it. Chandrasekar and Deming (1949) suggested one solution for it. If there was
“heterogeneity” inthelikeihood of individuasbe ng enumerated, then dividing the sampleinto smdler, more
homogeneous groups (for example, regions) might help. Hypotheticdly, individuds within these areas
would have amore equa chance of being counted. One could then use the method on data within each
areaand then sum dl theresults, though in practice this has not usudly had much effect on overdl esimates
(e.g., Crimmins, 1980, p. 165). In South Carolina, some counties smply did keep less accurate records
than did others (see below). It isdso possible that there were race, sex, or class biases in the recording
of killings, or that less“interesting” homicides were systematicaly underreported. One cannot investigate
thesedl amultaneoudy, becausedividing the set of afew hundred recorded killingsamong dl the categories
that would be formed would lead to such smal numbers per category that results would be unrdigble.

4



Some important possibilities, such as racid bias, cannot be investigated by this method because few cases
known only through archives records have racid identifiers.

There are Satigtica models that can be used to estimate the degree of correlation bias, under
certain limiting conditions, typicaly employing log linear andysisor logistic regression, often using additiond
ligs. It may not, however, be practica to gpply these methods to data with the ragged qudity of much
higorical data. | will discuss only smple, fairly straghtforward gpproaches to the problem, and refer
interested readers to references in arecent review article by Hook and Regal (1995).

DATA SOURCES

The South Carolina homicide data set includes dl known homicides across the years 1877-1878
from two sources. First are incidents reported in the Charleston News and Courier, the leading daly
paper of the day that reported news from the entire state. The News and Courier employed a network
of county correspondents and also reprinted stories from other papers. Each incident found therein is
catadoged by avariety of identifying information -- county and place of occurrence, names of offender(s)
and victim, and so forth. The second data source is homicide records housed in the South Carolina
Depatment of Archives and History, including county coroners records, county court records, and
homicide data from the South Carolina Governors papers. The two files are linked, using case
information, and duplicates and doubtful cases are removed, leaving 290 homicide incidents.

The decison criteriafor classfying incidentswere srict. In addition to the requirement that anews
aticle identify an actua desth from homicide, incluson required of news accountsthat there be identifying
information such as names, races, county, wegpon, specific location, or date. Though there may befadse
pogitive incidents, there is no evidence suggesting them to be overrepresented. Tempord errorsaso are
more problemétic than they might at first appear. The News and Courier seldom provided exact dates
of incidents, and information from local, mostly weekly or semi-weekly, newspapers could take two or
three weeks before being reprinted. These raise problems for some January news stories, and there can
be problemsfor coroner dataaswell. There areafew casesin which acoroner’ sreport included only the
date of filing, rather than the date of the incident or theinquisition. Filing could take place weeks fter the
origind incident, so the year of the incident could be hard to determine for inquisitions filed in January or
early February. Use of a2-year period halves the proportionate number of such cases. Because amost
dl incidents could be placed within specific counties and were catdogued by severa characterigtics,
matching was less a problem than any other issue.

Thereare very good reasonsto suspect some positive correlation bias. Thearchiveshaverecords
on only 45% of those homicides found in the Newsand Courier, and the archive totd is only 52% of the
combined archive-paper total. In most cases, this represents random loss. Infact, 14 of the 33 counties
thenin existence haveno coroners' or court recordsfor the period 1877-1878. Whiletherearenomissing
newspapers, some microfilm photos were made from torn or marred pages, so some homicides storieson
damaged pages probably were destroyed (the problem appears to reside in the originad negatives).
However, positive bias is common in human records. Some murders were Smply missed or ignored by
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al sources, especidly in isolated areas. Other killings have characteristics that increase their chances of
being found in both county records and the newspapers, including sensationd crimes and those that led to
public hangings. Records of killings from the governors papers are of events that were particularly
important or drawn out, and therefore likely to be covered by the press. In many cases the loca
correspondent talked with the sheriff or coroner, or reported directly from the court.

COUNTING AND ESTIMATING HOMICIDES

| will investigate four potentid options that arise from the nature of the data and contemporary
expert tetimony. These are: 1) the total count -- not an estimate -- from the two sources, 2) the estimate
of total homicides that is derived by the formula, usng the assumption that thereisno bias; 3) the estimate
derived using the Chandrasekar and Deming method to correct for sample heterogeneity; and 4) an
estimate derived by dividing counties on the basis of the richness of their archive holdings.

Data from two sources may be placed in a smple two-by-two table, where the upper left-hand
corner contains the events found on both lists, and the lower right-hand corner contains an unknown
number of events missed by both lists. The formula yidds a figure for the lower-right cdl that is
proportionate to the vaues in the other cdlls. A test of difference such as chi-square will returnavaue of
zero (except for rounding error) when this result is plugged into the table, as will a rank corrdation
coefficient likeYule sQ. If thereispositive correlation bias, the unknown correct number inthe cell would
be higher than the cal culated number, and Q would be positive. If there were negative correlation bias, the
opposite Situation would obtain.

Asshown in Table 1 there are 290 documented homicidesin 1877-1878 in South Carolina. This
yields average annual homicide rates of 8.0 per 100,000 based on archives totals, 13.2 based on
newspaper totas, and 15.2 based on the joint totals. The joint tota is certainly high by 20th- century
gtandards but lower than the state’ srate in 1921 and well below Louisand sin the early 1990s.

Applying the capture-recapture formulaadds 46 killings, yielding an average homicide rate across
the 2 yearsof 17.6. Aswe expect positive correlation, thisfigure should be considered to beafloor. One
suggestion for determining the accuracy of vita datistics figures, when other data are not available, is
through the commentaries of informed contemporaries (Willigan & Lynch, 1982, pp. 65-67). Apparently
on the basis of discussions with the newspaper’ s editors, a 19th-century reporter who studieshomicidein
South Carolina (Redfield, 1880, pp. 86-87, 96) speculated that the paper

Tablel. South Carolina Homicide Counts By County and Data Sour ce




County
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Hampton County separated from Beaufort County in 1878. The two are kept together here for statistical purposes.

only missed about 10% of al killings. That isclearly not possible. If the 252 homicides found in the paper
were 90 percent of the statetotal, there would only have been 280 dtogether, fewer than the actua count.
To have only the 290 documented homicides, that is no missng homicides at dl, the paper would have
reported just under 87% of thetotd. If there are only the 336 homicides estimated initidly, then the paper
missed a quarter of the total.

Table 2: Esimated Homicide Rates and Other Data, Various M odels




Yule's Est. Est. Est. N&C  Archives Combined

Model Q Missed Total Rate as%Tot as%Tot as %Tot
Documented Count -1.00 0 290 152 86.9 524 100.0
Norma Estimate 00 46 336 176 75.0 452 86.3

Co. by Co. Estimate 21 71 361 189 69.8 421 80.3

Ratio Estimator 30 86 376 19.7 64.0 404 771

Seetext for details
Therateis estimated homicides per 100,000 population per year.

The Chandrasekar-Deming technique for addressing correlation bias requiresjugt that the sample
be divided into what are thought to be more homogeneous units, such as counties. It assumes that
heterogeneity in “capture’ is datisticaly tied to geography. Following their gpproach will not affect the
estimate much if the assumption is not correct. Two adjustments must be made to the data set before
applying their approach. Fird, 2 of the homicides cannot be placed in any county, so they are withheld
fromcdculations, then added in at theend. Second, 5 countieshave no matching [“C’] homicides, making
it impossible to cdculate the missng number. Therefore, the total of each of these counties is combined
with that of an adjacent county that sharesitsrurd characteristics.

Following the adjustments, the technique yields an additiona 25 hidden homicides to the totd, a
54.3% increase in the estimate of unrecorded killings. Clearly, there were sgnificant county differences
in the reporting of homicides. The estimated average annud rate of homicide is 18.9. If correct this ill
indicates a rather modest degree of correlation bias, as shown by a Q of +.21. The newspaper coverage
of tota homicide incidents (counts plus estimates) is just under 70% of the estimated homicide totd, and
the archive total isjust over 42%. Now, this corrects only county-based biasin recording. If race, class,
X, “importance,” or some other factor biases recording as well, the true count will be higher ill.

The News and Courier appears to have caught different percentages of the homicides from
different counties, and in an odd manner. Fewer of the homicides of counties with rich coverage in the
archives gppear in the paper than do homicides of counties with less thorough coverage. Why does this
occur? Itishardly likely that a county professona enough to maintain records over the years will be one
in which homicidd incidents are less likely to be reported in the papers than will be aless organized one.
The opposite seems more reasonable. 1n her sudy of deeth registration and mortaity enumeration in the
census of 1900, Crimmins (1980, p. 165) found that rura counties that underenumerated deaths aso
tended to underregister them. In thisingtance what seems to occur isthat more of the archival homicides
for counties with poorer records come from the governors papers -- this is to say they are more
“important” incidents -- 0 a higher percentage are reported. The percentage of all of those counties
homicides that is reported is probably lower. 1f one can determine the true percentage, then one can use
aratio estimator method to estimate totdl killings. Thisisessentidly use of a“fudge factor,” not technicaly
a capture-recapture method.

It iseasy to form an index of the thoroughness of county archives (excuding Charleston from this



part of the andlys's, asit seems clear that the News and Courier had full coverage of dl locd homicides).
The presence of coroner and court records are each measured on a scale of 0-to-3 (O=missing,
1=minimal, 2=some, 3=thorough), then the two are summed, yielding a score between 0 and 6. Table 3
shows the sets broken down among counties with scores below 3, with scores of 3to 5, and with ascore
of 6. The percentage of archival homicides*caught” by the paper dropsfrom 79 to 64% aswe movefrom
counties with the worst to those with the best records.

Under theassumptionsthat the differenceisrea and that the percentage of archiva homicidesfrom
high index-score counties reported in the newspaper is the true percentage for the entire Sate outside of
Charleston County -- that is that the News and Courier missed about 36% of homicides outside of
Charleston -- South Carolinahad 15 more homicides than found viathe capture-recapture method and an
average annud rate of 19.7. Q is +.30, indicating a moderate amount of correation bias. If thisis
accurate, the archives data represent only about 40% of al killings. One must be cautious with any
interpretation, though, for the index-score by newspaper “capture’ rate association is not datisticaly
sgnificant (X?=2.60, df=2, p<.30).

Table 3: Breakdown of Homicide Data by Completeness of County Archive Holdings

Holdings N&C  Archives N&Cas Archives
Index Score only  only Both %Arch as %N& C
Zero-Two 79 6 23 79.3 225
Three-Five 32 14 42 75.0 55.3

Six 11 18 32 64.0 744

Charleston county homicides and two homicides of undetermined county are excluded from the table. Seetext for
the basis of the index score.

DISCUSSION

This exercise offers some cautions about the direct use of counts and the usefulness of capture-
recapture techniques. In the case of post-Reconstruction South Carolina (1877-1878), use of asmple
capture-recapture method suggests a fairly large body of unrecorded homicides. Under the assumption
of no correlation bias, we estimate 46 homicides above the number found to date, jointly, in state records
and news accounts. Two methods devised to correct for correlation bias add additional totals of 25 and
40 hidden homicides respectively. This provides important information about the nature of archival data
and about the state of South Carolina

Perhaps foremogt, this indicates that coroner and crimina records are inadequate as measures of
the amount of homicide in South Caralina 120 years ago, catching only about haf of the actua homicides
in the archives-plus-newspaper tota and far fewer than haf the estimated totd, perhaps as few as 40%.
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The average annua homicide rate calculated on the basis of archives records (8.0), would be utterly
unremarkable in the late 20th-century U.S,, off from the true figure by afactor perhgpsashighas2.5. An
higorica criminologist basing the history of murder in South Carolina on accounts from the archives might
concludethat theratesincreased inthe 20th century, whereasit seemsthe opposite has actually occurred.
Now South Carolinamay have done an exceptiondly poor job of preserving records because of itslong-
ganding poverty, high rates of illiteracy, and decentrdized justice system, but even the set of 5 counties
that held their records with the greatest perseverance are missing aquarter of their locd incidentsthat were
reported intheNewsand Courier. Itislikdy that they are missng about that proportion of their own true
totals.

The News and Courier was a much more thorough recorder of killings than are officia records
that are known to dill exig, a least in South Carolina. Still, the paper missed a quarter of the homicides
that have been found in the archives, 28% of those from outside of Charleston County. 1t missed between
a 25 and 33% of the estimated state homicide total, which isto say that there were apparently from one-
third to hdf again as many homicides in the Sate as are found in the newspaper done. The claims of the
contemporaries who would be most likely to know the extent of the paper’s coverage are far below the
mark.

Clearly the joint use of the archives and the newspaper yields acount much closer to thetruetota
of killings than does ether done, but the estimates Hill yied from 16 to 30% more killings than are
documented, that is from 46 to 86 additiona deaths across the 2 years. Use of the dua enumeration
approachmakesit clear that homicidein post-Reconstruction South Carolinadid not occur at the (by U.S.
standards) moderate rate indicated by the archives or by the somewhat € evated rate shown by the News
and Courier’s count. Rather, it had a substantialy elevated rate, perhaps as high as 20.
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ESTIMATING THE ACCURACY OF HISTORIC HOMICIDE RATES:
NEW YORK CITY AND LOSANGELES!

Eric H. Monkkonen, Department of History, UCLA, 405 Hilgard Av., Los Angeles, CA 90095

ABSTRACT

By using capture-recapture sampling, the accuracy of historica homicide counts in 19th century
New York City and early 20th century Los Angeles County can be established. In both cases, the origind
counts missed some homicide victims, the amount varying by year and how one defines missng. The
accuracy of the origind counts was judged to be relatively good for New Y ork, having missed between
4 and 8%, and congderably larger, 11%, for Los Angeles. Two exceptions -- 1863, when an dternative
source reported a higher count in New Y ork City, and 1909, when water damaged coroner’ sinquestsin
Los Angdes-- show the vaue of the technique in correcting for more obvious missing data.

THE NEED FOR HISTORICAL HOMICIDE RESEARCH

While homicide remains an American problem of extraordinary importance, our empirica
knowledge is remarkably short sghted. Simply put, most researchers focus on the past decade or two --
usudly for reasons having to do with convenience, not theory -- and ignore the longer term. However,
recent work has shown that the past isinherently recoverable, and that thereis every reason to expect that
comparable homicide rates across time and place should be used to set current research in context. This
paper builds on some of my recent research and responds to the challenge of a recent paper by Douglas
Eckberg, who has shown that not only can werecover the past, but that we can even estimate missing data
counts (Eckberg, 1998).

The capture-recapture method of estimating a population has straightforward requirements: two
samples from the same population in which the dements of each sample may be uniqudly identified. The
method may be applied to any kind of population, in this case the population of homicide victims from a
politicaly and tempordly bounded area, where the names of victims serve as unique identifiers. The
purpose of the exercise isto estimate the true population of homicide victims. With the true population of
victims thus identified, one may recongtruct homicide rates for places and times which must otherwise go
unknown. Two such samples are more recoverable than one might guess. for example, McKanna (1997)
has severd suggedtive data setsfor the American West which might be used as the basisfor searching the
second samples.

One of the problemswith the capture-recapture method for homicidesisthe question of correlaion
bias, the non independence of each list. This would not be too surprising, if, say, sample A was the
coroner’s ligt of victims and sample B was a newspaper list which might have been created by typica

11 wish to thank my research assigtant on this project, Tamara Myers, and Jeffrey Kroesder for
transcribing the Hays list.  This work was supported by two grants, one from the Academic Senate of
UCLA, and the other from the National Consortium on Violence Research.
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reporting practices, the newspaperss mply reporting themoreinteresting casesinvestigated by the coroner.
On the other hand, some cases in the newspaper may not have appeared in the coroner list because of
practices no longer known to us, such as the coroner’ s sending of files to the prosecutor. Or the coroner
smply might haveignored some homicides, whether because of inconvenience, poor organization, or racid
bias. Such biases would produce underestimates as Eckberg has pointed out. Thus, the results of
recongtructing historical homiciderateserr in the undercount direction, which, weadways congder themore
cautious, conservative, and reliable thing to do.

Such ruminations as this hint & the basic problem in historica homicide research: the provenance
of the ligs is often unknown. Consider two such examples, Jacob Hays, An Account for Prisoners
Received into the New York State Prison (c. 1822b) and A General List of All Persons Indicted and
Convicted in the City and County of New York fromthe end of the American Revolution to the Year
1820 (c. 1822a), thefirst located in the Museum of New Y ork City and the second in the Queens Borough
Public Library. These are probably the same list, and | have used the Queens copy. Weknow that Hays
was the High Congtable of New Y ork City, but is there any reason to trust hislist?

Or congder William Henry Tippetts, who at theage of 35wroteHerkimer County Murders: This
Book Contains an Accurate Account of the Capital Crimes Committed in the County of Herkimer,
fromthe Year 1783 up to the Present Time. Among Those of Recent Date Are the Wishart Murder,
the Druse Butchery, and the Middleville Tragedy. The Facts Were Gathered from the Official
Records of Herkimer County, and Other Reliable Sources by the Author, W. H. Tippetts (Herkimer,
N.Y.: H.P. Witherstine & Co., Steam Book and Job Printers, 1885.) Do we use this latter fascinating
source asasingle sample, then draw another one, say, from coroner’ sinquests, asasecond? How dowe
know if Tippetts merged severd samples? Since, in thiscase, it isunlikely that we will ever get a second
sample, Tippettswill probably stand, but it does make clear how the sample provenance problem isredl.

This paper reports some capture-recapture estimatesfor New Y ork City, for thelate 18th through
mid-19th centuries and for Los Angeles, 1899 through 1919. In each city, | have been able to use two
sources, the coroner’s inquests and newspapers, to compare name by name which victims are in both
sources and which in only one. In addition, the unique list of prisoners compiled by Hays dlows me to
congtruct two listisfor avery early time period, 1784-1820: becausethe city wassmall and therecordsless
consgent and sometimes logt, | have grouped dl the years together to compare againgt my initid list.
Overall, the annua added homicides vary from 3.5% to 7.5% greater than my origina estimatesfor New
York City, 11% for Los Angeles. There is no way to assess if this level of undercount was consstent
acrosstime, or if itisareflection of my own methods of datagathering with the human error involved. Prior
to doing these tests, | was guessing that my data undercounted by 5%.

New York City
My origind New Y ork City times series coversthe period 1797 to the present (see Monkkonen,
1999 andin press). It ishased on awide range of sources. For theyearsprior to 1875, most of the annual

counts come from individud level cases gathered from newspapers and coroners' reports. In addition to
the counts these data give, the annual data have been supplemented from the occasond officid toll
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reported by the City Ingpector, a precursor to apublic hedth officid. Origindly cdled Bills of Mortdlity,
asthey had been published as handbills, these are an old English practice dating back to early 17th century
London. Some of these City Ingpector counts were apparently gathered from buria reports. Unlessthere
was good reason not to, for each year | used the highest reported number of homicides, whether frommy
own prior lig of individua cases or from some annud report. The capture-recapture estimates have been
done for years where both the coroner’ s reports and the newspaper reports are thorough, or for 1784-
1820, when the unique Hays list made possible an estimate.

Tablel. NEW YORK CITY HOMICIDE COUNTSAND NEW ESTIMATES

Y ear Origind | Capture-recapture | Third source
count edimate report

1784- 109 129 120

1820

1853 57 59

1854 46 47

1855 39 41

1856 41 43

1857 94 106

1858 59 60

1860 68 108

1861 47 63 66

1862 46 53 52

1863 59 89 127

Table 1 presents the annud estimates for New Y ork City. Note that for many of the years, the
effort pad off withonly trivia changes, but for someyears, thereadjustment waslarge. Inoneyear, 1863,
a newspaper taly of homicide desths was larger than the capture-recapture estimate, showing the
consarvative bias of the technique. Also, this year remains somewhat problematic, in that the July Draft
Riotsof that year resulted in as many as 100 deaths (which | excluded from the homiciderates). Somewhat
surprisingly, the correction for the homicide counts in the late 18th and early 20th centuries was less
dramatic than might have been expected, given the distance in time and greater probability of record loss.
To summarizetheresults, the capture-recapture added 7.5% to my 1784-1820 counts, 3.5% to my 1853-
1863 counts. But, had my origina data used a more restricted range of counts and not incorporated the
dternative counts garnered in newspaper and the occasiona City Inspectors mortality reports, then the
improvements would have been much more, 18 and 20% respectively.
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Thus, inthe case of my origina data s, the effort to do capture-recapture estimatesfor every year
down to 1874 would not have been judtified. But thisis adata set adecade in the making, so it should not
be surprising if it is robust. Had the data set been comprised only of counts, then capture-recapture would
have been a sgnificant means of improvement. To visudize the corrections from these new estimates,
Figure 1 plots difference the new estimates make. Thisis less Sraightforward than one might think. | had
dready used the highest reliable contemporary estimates, rather than my own counts, whenever those
esimates differed from my individua level counts.

Figurel. NEW YORK CITY HOMICIDES PER 100,000
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Thus the difference made by the capture-recapture estimates had less impact than in a Situation
where | only had the basic count data. In essence, thisfigure presentsasmall difference, declining from 7.5
to 3.5% over the 19th century.

Los Angeles County (including the City of L os Angeles)

For LosAngeles, 1894 to 1919, asimilar procedure was employed, using only coroners inquests
and newspaper mentions. Here | clustered the target years around the census enumeration years so that
age standardization can be done in the future. As opposed to New Y ork City | have so far not gathered
other estimates of homicide counts, but will use vita gatistics and police reports to anend the capture-
recapture counts when feasible. Table 2 here shows the Los Angeles data.
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Table 2. LOS ANGELES CITY AND COUNTY HOMICIDE COUNTS AND NEW
ESTIMATES

Year | Coroner Inquest Capture-recapture

Count Edtimate
1899 | 11 12
1900 | 10 12.4
1901 | 16 21.7

1909 | 18 (missing pages) | 42
1911 | 44 46.4
1919 | 59 62.5

Two itemsareof interest in Table 2: firg, that excluding 1909, the overdl correction factor islarger
than for New Y ork City, 11%; and, second, that | was able to correct for water damaged inquest pages
for 1909. Even capture-recapture cannot work miracles, however, and because 1910iscompletely missing
from the coroner’ s inquests, | cannot correct it. Even here, the technique spurs an archiva hope: if any
other list of names connected to homicides can be found, say ajail register, then with newspaper reports
afull estimate can be made.

Figure 2 plots the rlevant years for Los Angeles County homicide rates. This picture showsthe
increaseinratesthe new estimatesyied and, for 1909, how the procedurefillsin animportant missing year.

CONCLUSION

The plotted data show the potentia for estimating homicides from good but less than perfect lists.
| note that the new estimates cannot fix other problems caused by missingnessin historical data, especialy
ages of victims and offenders. Age variables arein someway the holy grail for dealing with past deta, for
with ages we can recongtruct age rates and thus make demographicaly different places and times directly
comparable. However, good quality estimates of annua counts are where we can get using capture-
recapture, and these counts in turn promise to give us new, reasonably accurate pictures of long term
homicide rates.

Figure2. LOSANGELESCOUNTY (AND CITY) HOMICIDES PER 100,000.
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HOMICIDESIN SAVANNAH (1896-1903): DATA COLLECTION

Vance McLaughlin, Savannah Police Department, Box 8032, Savannah, GA 31412

ABSTRACT

This paper describes the collection of homicide datain Savannah for an 8-year period, 1896 to
1903. Three sources of information were used to collect this data: hedlth officer’ sreports, the Savannah
Morning News and death certificates and registrations. The hedlth officer’s reports were only available
for 6 of the 8 years. These reportsincluded the type of homicide, race of perpetrator, and month in which
the homicide was committed. The Savannah Mor ning Newswasexamined for a9-year period (1904 was
included to determine the aftermath of homicidesthat occurred in 1903). These newspaper articleswould
usudly indude the location, names of suspect and victim, and circumstances of the homicide. The death
certificates and regigtrations included the name of the victim and cause of death. A rationde for verifying
each homicide is presented.

WHY THE STUDY WASUNDERTAKEN

There are a number of reasons why the study was done. First, asaresearcher, | found mysdf in
a unique Stuation. | had taught a a univergty for 9x years prior to coming to the Savannah Police
Department. | was hired into a civilian pogtion, Director of Training, but aso became a certified police
officer. While my academic training may have given me thetoolsto do the research, my law enforcement
datus provided mewith accessto data. When | redlized that | was ableto gain materid that acivilian could
not get, without a continualy changing handful of court orders, | felt that | should take advantage of the
gtuation. Second, | felt that the mgjority of homicide research that has been done to this date has used the
largest cities asresearch populations. Thisiseminently practical because there usudly has been longer and
more complete record keeping, and large numbers of cases allows the researcher to do a variety of
ddtistica tests. A problem may be in generdizing what occurs in the largest cities to the rest of the
population. Third, the South has lived with the onus of davery and its aftermath. | would examine an era
that took place just after Reconstruction when Jm Crow laws were in effect. In addition, their were no
governmenta socid programs during this era, and definitdy no money being redistributed by the centrd
government. Fourth, other researchers can use the data to compare trends in Savannah to other parts of
the country during the same time period.

DATA SOURCES
Municipal Reportsfor Savannah

Early inmy research, | came across arrest reports by the Savannah police that had been submitted
to the mayor to beincluded in his Municipa Report for Savannah. In addition to arrests for homicide, the
Municipa Reports included arrests for assault and striking, assault and cutting, assault and shooting, and
assaults with intent to murder, dl of which were divided by race. The assault and shooting category was
not included for the years 1902 and 1903. | constructed the following table based on the information found
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in eght years of Municipal Reports:
Tablel

ARRESTSBY RACE FOR VARIOUSTYPES OF ASSAULTSBY SAVANNAH POLICE
1896-1903

sriking cutting shooting intent tomurder  murder
YEAR W B w B w B w B w B

1896 | 85 214 11 63 0 2 13 45 9 18
1897 | 78 168 8 30 1 3 8 51 6 11
1898 | 61 187 6 35 2 5 18 66 1 6
1899 | 74 223 13 104 4 8 25 73 12 9
1900 | 78 168 8 30 1 3 8 51 6 11
1901 | 44 195 4 30 1 2 16 43 5 17
1902 | 63 182 0 12 ---- ---- 6 64 5 6
1903 | 22 95 0 27 ---- ---- 18 65 3 9
total | 505 1432 | 51 331 9 23 112 458 47 87

Initidly | felt that the above datawould hel p correlate the various assault categorieswith the murder
rate. Asl rechecked my datain one Municipa Report, | |looked through the Table of Contents and found
asection titled "Hedlth Officer Reports.” | perused that section and, much to my chagrin, found out that the
Hedth Officer had recorded the commission of approximately 40% fewer homicides than the Savannah
police had arrested for! How could thisbe? In fact, in current times, there are dways more homicides
committed than those arrested because some homicides are unsolved.

After some in-depth discussions with higtorians, it seemsthat police in Savannah were attempting
to show their productivity by arresting asmany crimindsaspossible. 1t had nothing to do with jurisdiction.
If & homicide was committed in Chatham County, where Savannah is Situated, that would be counted as
a homicide arrest. If the alleged murderer was arrested on a warrant from another state, the Savannah
Police Department would count that as an arrest. This showed the efficiency of the Savannah Police
Department in getting murderers off our streets, even though they weren't “our” murders. Many of those
committing murders in rurd digtricts fled to the “big city” of Savannah to lose themsalves. If another
geographica didtrict arrested amurder suspect from Savannah, wewould still count that as an arrest when
that digtrict returned the sugpect to us. Some agencies till usethis” shell game” to enhance their imagewith
the public.

This supposition was reinforced by a section included in the Mayor's Annua Report for three of
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the years studied: 1896, 1897, and 1898. This section included alisting of arrestsfor murder by Savannah
Police officers. This dso points to a continuing problem in using early source materia that compiled
“numerica representations.” There was little consstency in the materia recorded from year to year. The
falowingisan exact transcript found in each of these volumesthat illustratesthe problem of correlating such
disparate information.

Arrestsfor Murder
1896

1. Mack Frazer, cal., for killing Jeff Brown, col., Jan. 19. Arrested by Detective Godbold
Jan. 20.

2. E.L. Ges, JE. Conley, D.P. Waker and F. Hoyd for killing Gibson, col., Feb. 18.
Arrested by Detectives Wetherborn, Scully, Kily, Godbold Feb. 18.

3. Mattie Clark, dias Sanders, cal., for killing Willie Sdes, cal., March 15. Surrendered
March 15.

4. James Jackson, col. for drowning Mossa Stephney, col. July 10. Arrested by
Detective Wetherborn, July 10.

5. RosaPatz, cal., for killing Laura Cuthbert, cal., July 23. Arrested by Officer Cronin

Jduly 23.

6. Briger Graham, cal., for killing Ben Wilson, col., Sept. 22. Arrested by Officer Eady
Sept. 22.

7. George Gruver for killing Henry Voight Oct. 16. Arrested by Officers Cronin, Shea,
Mendel Oct. 16.

8. P. Kearny for killing JW. Wyness Nov. 3. Arrested by Detective Scully Nov. 3.

9. Morris Sullivan and Simon O'Neill for killing Preston Brook Nov. 9. Arrested by
Officers Crimmins and Murphy Nov. 9.

10. Lovett Attsfor killing A. Thornburg Dec. 3. Arrested by Officer Mock Dec. 3, 1896.

11. JH. Perkins, cal. for killing P. Barnes, col., Dec. 24. Arrested by Officer Barrett
Dec. 24, 1896.

12. William Elmore for killing a man in South Carolina, Oct. 25, 1896. Arrested by
Detective Kiley.
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13. James Brown and Geo. Dyer for killing Wm. Titcomb Dec. 25. Arrested by
Detective Scully and Policeman Shea*

1897

The Chief of Police prefaced this report by saying there were 17 arrests for murder, 6 of which were for
crimes committed in other Sates.

1. Henry Casey, colored, for killing -- ---- Brown, colored, January 28. Arrested by
Policeman J. W. Woods.

2. Joe Desverges, colored, for killing Lovey Pamer, colored, May 3. Arrested by
Sergeant Baughn and Policeman J.J. Deignan.

3. James Edwards, colored, for murder in South Carolina. Arrested by Detectives
Barrett, Scully, and Godbold, May 10.

4. Steward Finney, colored, for murder in South Carolina. Arrested by Detectives
Barrett, Scully, and Godbold, May 10.

5. William Graham, colored for murder in South Carolina. Arrested by Detective Barrett,
May 10.

6. Ben Griswold, colored, for murder in South Carolina. Arrested by Detective Barrett,
May 10.

7. W.H. Hinton, white, for killing Robert Jefferson, colored, August 23. Arrested by
Policeman Mitchdl, August 23.

8. James Jenkins, colored, for murder in Missssippi in 1889. Arrested by Policeman E.F.
Davis, March 2.

9. Rosa Johnson, colored, for killing Richard Johnson, colored August 25. Arrested by
Detectives Barrett, Scully and Shea, August 27.

10. Abraham Manigault, colored, for murder in South Carolina, January 12, 1897.
Arrested by Policeman Ungar, January 17.

11. JamesWayne, colored, for killing hiswife. Arrested by Detectives Scully, Godbold,
and Barrett, May 18.

Mayor's Annua Report, 1896, pp. 73-74.
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1898

12. Rodney Fulford, Lee Fulton, Robert McAllister and R.W. Westcott, for killing Paul
Johnson, September 15. Arrested by Policeman Halford, September 15.

13. N.J. Mowrou for killing Patrick Scully, December 17. Arrested by Policeman T.C.
Murphy, December 18.

14. Isaac Small, colored, for killing Matilda Farrell, colored, October 22. Arrested by
Detective Shea.!

1. John Fidds, colored, for killing Sam Robinson, colored, February 1. Arrested by
Policeman C.W. Mock.

2. Edward W. O'Connor, for killing of Will Hunter, colored, January 25. Arrested by
Detective J.J. Barrett.

3. Henry Rush, colored, for killing LulaSmith, colored, August 22. Arrested by Detective
M. Scully.

4. Tiny Smith, colored, for killing Frank Osborne, April 25. Arrested by Detective J.J.
Barrett.

5. Pompey Thomeas, colored, for killing Sam Johnson, colored, January 6. Arrested by
Policeman Jernigan.

6. William Wright, colored, for killing Wm. Wilcox, colored, August 27. Arrested by
Detective Scully.

7. EllaGordon, colored, for killing Mamie Goodwin, colored, December 17. Arrested
by Policeman P.J. Kdly.

8. Queen Martin, colored, for killing Joe Hayward, December 26. Arrested by Detective
Barrett.?

In point of fact, not only did some of the homicides occur out of State, as mentioned, but some
occurred out of the city limits of Savannah, even though Savannah police officers madethe arrests. It dso
became apparent that there were many other homicides committed, but that the police had not made an
arrest. While this was disgppointing, & least | now had the Hedth Officer's Report. Instead of utilizing it

immediately, | decided to investigate another source.

Mayor's Annua Report, 1897, pp. 72-73.
“Mayor's Annual Report, 1898, p. 65.
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Savannah Morning News

| found that afull set of theloca newspaper, the Savannah Morning News (SMN) wasavailable
from1896-1903 a the GeorgiaHigtorica Society. | thought that the commission of ahomicidewould have
been newsworthy, and some mention would be madein the newspaper. | dso thought that the examination
of each page of print for nine years (1 included 1904 for the purpose of including the aftermath of anything
occurring earlier) would be the most time consuming part of the project, so | would finish it first. | aso
thought that it would be unlikely to miss a homicide because a report on the commission, capture, grand
jury proceedings, tria, and sentence would usudly be reported on different days of publication. This
supposition proved to be correct. The information was recorded on data sheets.

Health Officer's Report

After recording al the information gleaned from the SMN, | looked at the Municipa Reports.
Hedth Officer's Reports were available for six of the eight years. The report did not include homicide as
a category in 1899, and there was no report in 1902. The annua Health Officer's Report separated
homicides by month, race of victim, and type of homicide.

Health Department Death Certificates/Registrations

The Chatham County Hedth Department would not let me view the death certificates or
regidrations, but did verify my information or add information that they had, that | wasunsure of. The data
provided was proper name, date of death, instrument of death, race, and sex. In some cases, the
registration of desth had been recorded, but without issuance of a deeth certificate.

LACK OF AGREEMENT OF DATA

Shermanand Langworthy (1979), when discussing thedifficultiesof measuring homicidecommitted
by police officers, suggested the following sources: degth certificates, interna affairs records, newspaper
stories, and vitd gatigtics. In the era of 1896 to 1903, | examined al homicides using the above, except
for internd affairs records, which were non-existent at the time for police.

Thetablebdow illugratesdl of the dataretrieved from the three different sources. Thiscomposite

was made from separate tables that | made for each year. There was alack of agreement with the data
and the types of differences varied from year to year. The races of victims are included with the method
by which the homicide was committed.

The method used to reconcile the datawas to take each year, and use a checklist of the available
sources. | listed the name of the victim (obtained from the SMN or death certificatesregister) and then
counted how many sourcesverifiedit. If the names and type of death appeared in both the SMN and degth
certificates, this means the homicide was verified by two

Table?2

23



VICTIM HOMICIDE DATA FROM THREE SOURCES

HEALTH SAVANNAH DEATH
OFFICERS MORNING NEWS | CERTIFICATES &
REPORT (6 YRS) (8YRS) REGISTRATION
(BYRYS)
total # of 96 129 121
homicides
total black 71 99 89
incised 18 23 18
fracture 7 14 12
gunshot 41 52 50
hanging 3 8 8
beating 0 2 1
total white 25 30 32
incised 4 5 5
fracture 4 5 6
gunshot 19 20 21

different sources. | then would check the hedlth officer's report to seeif they had reported a homicide that
occurred in the same month, by the same means, with the victim being of the same race.

For this sudy, | included any homicide that was verified twice. The following 6 years had three
sources of data (SMN, hedlth officer's report, and death certificates/register). In 1896, 8 homicides had
three sources of agreement, 5 had two sources of agreement, and 3 had but one source. In 1897, 7 had
three sources of agreement, and 1 had two sources of agreement. In 1898, 11 had three sources of
agreement, and 1 had two sources of agreement. In 1900, 9 had three sources of agreement, 9 had two
sources of agreement, and 6 had one source. In 1901, 16 had three sources of agreement, 6 had two
sources of agreement, and 4 had one source. In 1903, 16 had three sources of agreement, 4 had two
sources of agreement, and 4 had one source.

Thefollowing 2 years had two sources of data(SMN and dezath certificates/register). 1n 1899, 21

had two sources of agreement, and 2 had one source. In 1902, 12 had two sources of agreement, and 3
had one source.
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| then went back over those homicides which were only mentioned once. | did not want to regject
them completely without putting them under closer scrutiny. | found the biggest discrepancy was in the
hedlth officer's report that was available for six years. Intwo of theyears, 1897 and 1898, there were no
inconsgstencies with the other data. But in 1896, 1900, 1901, and 1903 there were 10 cases where a
homicide was recorded in the hedlth officer's report, but was not found in the other two sources, and 13
cases where ahomicide was recorded in the other two sources but not in the health officer's report, when
matching race, month, and type. On the other hand, the hedlth officer’ s reported a totd of 94 homicides
for those years and the SMN reported 92 for the same time period.

There is no way to rationdize the lack of accuracy in the hedlth officer's report. For deaths by
gunshot, two other categories besides homicides were used: accidentd and suicide. 1t doesn't seem that
amisclassification occurred. It appearsthat homicideswith gunshotsthat never happened were recorded.
In the find andysis, the total number of homicides cited by the hedth officer’s reports was substantialy
correct, but only because errors in both directions were dmost equa. A legd hanging was an event in
Savannah, and reported in great detail by the SMN. A death certificate was available. But in 2 cases, this
was not recorded in the health officer's report. The SMN ended up being the most reliable and valid of
the three sources.

The other mgor chdlenge was if the homicide occurred within the city limits of Savannah. Two
city mapsof Savannah were used, both produced by the Sanborn-PerrisMap Company of 115 Broadway,
New Y ork. The company madethese mapsfor insurance purposes. They werequiteintricate, and included
an outline of the structures at most addresses. One map was made in 1888, and the other map was made
in 1898. The city limits were the same from 1896 to 1901, but increased in January of 1902. In some
cases, the place where the homicide occurred was described as on “the Louisville Road.” The Louisville
Road was partly in the city and partly in the county. The fact that the desth certificates/register included the
place of death (Savannah or Chatham County) was helpful. It dill seems that "jurisdiction” was not as
precise as it is currently on the location of the homicide. A few reasons are postulated. First, Chatham
County was extremely rurd and when someone was not dead at the scene of the homicide, they were
brought to the same hospita in the city limits. It was thus a Savannah homicide. Second, law enforcement
officers did not seem to worry about geographica boundaries within the county where they made arrests.
It seemstherationalefor thiswasthat al law enforcement power is derived from the sate, al murdersare
ultimately tried by the same superior court, and if law enforcement officers were technicdly out of their
jurisdiction, they could dill arrest as a citizen.

Two examples of this phenomenon are the following two cases. The firg involved the death of
Stephen Gibbons, and the second was the murder of Lucius Varnedoe.

Stephen Gibbonswas ayoung Black maethat wasriding on the West Savannah line of the Electric
Railway on February 16, 1896. Therailway conductors had been complaining of Black malesthat would
rideinto Savannah on Saturday night, get drunk onwhiskey, and then return onthelinehome. These Black
maes were unruly and threstening. On the night in question, four White males boarded thelast car out. At
least two of the White men drew pistols and ordered the Blacksto pay their fee (evenif they aready had
paid) and tried to keep order. A fight ensued with Stephen Gibbons running from the car and being shot
by G.P. Wdker as he fled. The bullet entered the hip and ended up in the bladder. Waker and thethree
other White men were charged with murder by the coroner’ sjury in 10 minutesthat same night. Therewas
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not evidence that the shooting was judtifiable. Walker hired the ex-Governor of South Carolina, John C.
Sherrard, to defend him and was acquitted of murder on May 31, 1896.

Lucius Varnedoe was a motorman on the Electric Railway that connected Savannah and two
adjacent communities, Thunderbolt and the Ide of Hope. He was shot twice while working on August 4,
1900 by a Black male Seabrook Hays. Hays and another Black man had both been drinking and gotten
into an argument. Varnedoe had put them both off about a mile from the Sandfly Station. Haysran up to
the station and shot Varnedoe. VVarnedoe drew his own pistol, but was unable to get a shot off before he
was shot again. Hays ended up being convicted of murder and sentenced to desth. The penaty was later
commuted to life in prison.

Both the Gibbons and Varnedoe case involved the Electric Railway. They were both considered
“Savannah murders,” but in point of fact occurred outside the city limits. They had to be excluded from
the study.

After the datawere rechecked, 123 homicideswerevaidated. Thisincluded 12 citizenskilled by
those acting in alaw enforcement role, 8 cases of legd hanging, 1 caseof amilitary officer killing aprivate,
and 1 case of acitizen killing a police officer. This left 101 civilian versus civilian homicides, with 2
homicides occurring in 1 case.

Savannah Tribune

| would like to include one potentia source of corroborating information that did not provide
enough information to be useful. TheSavannah Tribune was anewspaper established in 1875. It wasthe
Black newspaper and its editor was John Deveaux. Theonly known repository of issues of this newspaper
are a Savannah State Universty. Thefull year of 1896, April 1897 to December 1898, 1901, 1902, and
1903 were available for viewing. There were some issues omitted from each year. After examining each
year, there was very little concerning homicides mentioned. The focus of the paper was primarily on
statewide and nationd events. The three main subjects were the support of the Republican Party, the
denouncement of lynching, and the Black troops in Savannah. John Deveaux was a leader of one of the
companies of these troops organized under the state's charter.

There are anumber of reasons why the Savannah Tribune may not havefocused onlocd crime.
Fird, they seemed to have few writers. Mot of their news came from the wire services. The paper was
only published once a week, on Saturday, and did not generate alarge amount of money. Second, the
local articles concerning Blacks focused on uplifting stories concerning clergy and teachers. Third, the
concern over crimind justice was primarily focused on chain gangs and prisons, which the Sate ran.

CONCLUSION

Those who conduct historica research on homicide must devise different ways to verify the
religbility and vdidity of their data (Eckberg, 1999; Emmerichs, 1999; Monkkonen, 1999). Researchers
who find different sources that report homicides for the same year will first have to vaue each source on
it own merits. The second step is compare al sources to each other to identify their strengths and
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weeknesses. This refining of data will end up producing sound research.
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GETTING AWAY WITH MURDER?: HOMICIDE AND THE CORONERS
IN NINETEENTH-CENTURY LONDON

Mary Elizabeth Emmerichs, University of Wisconsn-Sheboygan, Sheboygan, WI 53081

ABSTRACT

Usingtherecordsof Coroners' Inquestsfrom London, this paper will arguethat thereissuggestive
evidence that the English, despite ther pridein their low homicide rate and their fedling that few homicides
went unprosecuted, actually missed quite afew murders, either deliberately, or owing to inadeguaciesin
the indtitution of Coroners inquests, especialy in the firgt haf of the 19th century. Despite their good
intentions (or greed for fees and mileage, according to the Justices of the Peace with whom they were
gruggling) it is my contention that the Coroners lack of training in either medicine or law made their
verdicts on the cause of death less than convincing in many cases.

GETTING AWAY WITH MURDER?

The contentions in this paper arose tangentialy from a study of London coroners | began in the
summer of 1998. | had intended to examine the verdicts from 19th-century coroners courtsin order to
assessthedifferencesin verdictsthat might arise depending on whether the coroner wasadoctor, alawyer,
or neither. Wasaphysician more likely to detect murder as a cause of desth than alawyer or a“civilian®?
Instead, as| read hundreds of inquest reports and explored the history of the coroners' courts, | beganto
redlize that no matter who the coroners were, it was rare for any of them to bring in a verdict of “wilful
murder” even in cases that seemed very suspiciousto me.

Suggestive evidence of the inaccurate reporting and underprosecution of homicide in England in
the 19th century can be found under at least three different headings. The first heading would have to be
gructura problems in the coroners offices of England. Until 1860, coroners were under the complete
control of theloca Justices of the Peace (JP), who made the decis ons about which sudden desths would
be examined at an inquest by controlling the payments to coroners (Forbes, 1979). Since inquests were
expensive, the JPs wanted inquests on bodies only when there were Sgns of violence or ared mysery
about the cause of death. Any coroner who held an inquest deemed unnecessary by the JPs did not get
paid for histimeor travel. Even after 1860, there seemsto have been continuous conflict between coroners
and JPs about this matter until 1888, when JPs logt their last bit of control over coroners sdaries
(Knapman and Powers, 1985). According to J. D. J. Havard (1960), this dispute led to the proliferation
of such crimes as the “secret” murders of children by poisoning in order that their parents might collect
insurance money. In Manchester during the period June to October 1846, for instance, only 87 inquests
were held on the degths of people of dl ages. During that sametime, in just one district of Manchester --
Deanggate -- 279 children died, fewer than haf having been attended by doctors. Havard argues thet, by
thelr reluctance to pay for inquests, the justices were dmaost complicit in the murder of children.

The sacond heading under which homicides could be concealed was theinability to convict women
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of murder for neonaticide' and the subsequent substitution of prosecution for concedlment of birth, the
secret disposal of adead neonate after the birth. In 1860, in &l of England, 126 dead babies had been
found but only 81 women were charged. In 1865, 221 werefound (88 in Middlesex, generdly contiguous
with London) and only 120 women charged.? Few women whose dead babies were discovered and who
appeared before the courtsin the last part of the century were charged with murder. Instead they were
charged with concealment of birth, a much easer charge on which to convict. Though there was dways
suspicion that a dead newborn was a homicide, few juries (made up mostly of middle-class men) were
willing to convict a woman for such a crime, preferring to believe that temporary insanity had been the
cause, or that the baby had been born dead. Theverdict of “conced ment of birth” became acommon one
inthe coroners courtsinthelast third of the century, partly owing to theinadequacy of forensic medicine?
and partly because of the difficulty of making homicide charges stick.*

The third heading would be the inadequacies of the coroners themsdves. Until 1926 the only
qudification for election or gppointment as a coroner was the possession of property. In the London
records, most coroners identified themsalves as gentlemen, though there were ironmongers, builders, and
other prosperous tradesmen sitting as coronersin the other counties. ThomasWakley, al.ondon coroner,
the firgt to be medicaly quaified (1840), campaigned for medica qudlifications for coroners, actualy
mentioning the danger of undiscovered homicides when coroners were not doctors. In the journa he
founded, Lancet, he wrote, “ case after case was reported in which the most favoured verdict of ‘visitation
of God'® was returned when the real cause of death had not been ascertained owing to inadequate medical
evidence and insufficient knowledge on the part of the coroner.”® It was an unsuccessful campaign. By
1993, though the gentlemen and tradesmen were gone, only one sixth of the coroners were medical
practitioners, whiletherest werebarristersor solicitors(Matthews& Foreman, 1993). Wakley hadinssted
that “any intelligent man could in two hours learn dl the law required of a competent coroner.” (Brook,
1945, p.152)

Inthispaper | will concentrate mainly on theinadequacies of the coronersthemsdvesin identifying

INeonaticide is an infant death within 28 days of hirth.
2PRO CRIM 63 5-15, Police: England and Wales: Returnsfor the Year .

3Doctors believed until theend of the century that thelungs of only alive-born baby floated inwater
after desth.

“For those interested in this heading, see my article (1993).
>This mysterious verdict gppears 9 timesin 531 cases | examined.

This verdict was returned in a case where 3 family members died, and only |ater were discovered
to have eaten pie laced with arsenic. Quote from Lancet cited in Brook (1945, pp. 152-153).
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the victims of murder, using the records of London coroners.! These records of inquests are preservedin
severd places. At the London Metropolitan Archives, the verdicts of inquests and depositions from cases
that did not result in criminal prosecution are stored by the thousands. | assumed that there would be many
records containing the verdict “wilful murder againgt person or persons unknown” -- the cases that never
cameto tria because no suspect had been apprehended. | examined over 1,000 inquest reports for the
years from 1800 through 1809, and the years 1818, 1819, 1825, 1830, 1884, 1885, and 1889. | found
only 5 such cases. Were British law enforcement agencies and the Coroners courts so assduous and
successtul that every suspected homicide except afew inthe 19th century resulted in atrid of the accused?
The British boasted of their low homicide rate and their high apprehension rate a that time (Taylor, 1998,
p.584). In 1851, for instance, there were only 74 murder trids in the whole country, and even by theend
of the century, there were only about 150 murders recorded each year in a population of about 30 million
(Taylor, 1998, pp. 584-585).

| was doubtful and eventualy came to the conclusion that many homicides must not have been
recognized as such, especidly during the early years of the century. The coronersrarely ordered medica
examinaion of the corpses before the middle of the century (it wasn't until 1836 that medica witnesses
were paid for their attendance at inquests, so before that time it was even rarer to have medica evidence
a the inquest).

In the reports of 531 inquests held between 23 October 1800 and 18 April 1802, and in 1803,
by Edward Wdter, Gentleman, in East London (a notorioudy poor area), 93 deaths aroused my
suspicions, but at the time did no such thing for Mr. Walter. Since there had been no witnesses, and no
discernible signsof violence (the bodieswere often badly decomposed), 77 verdictswere s mply recorded
as “found drowned.” No police investigation took place. No medica examination occurred. Drowning
was, of course, acommon form of desth in East London since the Thames River bordered the area, and
few people a the time could swim. Another 75 deaths were recorded as “casualy drowned.” “Casudly
drowned” meant that there were witnesses who could describe the accident that led to the desth. Of the
77 “found” victims, though, it would be interesting to know how many might have been recorded as
homicide datigics in alater age after athorough medica examination.

Three casesin particular, for which complete depositions from Walter’s court exigt, indicate the
low leve of investigation carried out by police and coronersinto the causes of al sortsof deathsin theearly

'Recently Martin Wiener of Rice University brought to my attention an article that might indicate
the need of afourth heading. Howard Taylor (1998) argues that economics had a great dedl to do with
the rationing of prosecution. Since murder tridls and investigations were expensive, the trend was to
prosecute only as many as were prosecuted on average in previous years. | think this argument has some
explanatory value, but that it cannot be pressed too far. I, in fact, coronersfailed to recognize many degths
as murders because of their inadequate training, such deaths would never bein the pipelineto be regjected
for investigation and prosecution in the first place.

2London Metropolitan ~ Archives, MJYSPC.E/507;, MJYSPC.E/508; MJSPC.E/509;
MJSPC.E/510-534-1803; M JC/SPC.E/535-560-1803; M JSPC.E/561-589; M JSPC.E/590-653.
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19th century. In 1803 amother explained to the coroner that she had meant to give her 3-month-old baby
adose of syrup of buckthorn. Instead, she mistakenly gave it awhole“phid of laudenum” (Sc), amixture
of opium and acohol.* The coroner did not ask the mother if the bottles for each were identical, did not
ask her if she could read, nor did he ask why she would have given such ayoung baby an entire phia of
syrup of buckthorn in thefirst place. Buckthorn isaviolent purgative thet acts by irritating the lining of the
intestine, causing explosive, watery diarrheg, pain, and vomiting. Itisan old herba remedy, frequently used
for children in the early 19th century, but never recommended for smdl children today, since it has been
known to be fatal.? The verdict was “ accidentally poisoned.”

Inanother deposition, Water heard evidence of afight between two journeyman bricklayers. The
wife of one combatant threw a brick at the other, hitting him in the “loins” He later died. Neither the
coroner nor the jury asked whether wegpons were used during the fight, or even whether the woman's
husband was getting the worst of it. Instead, they decided there was no maicious intent; the woman was
merely defending her husband and so the verdict was “casudly killed.™

The third case is just one example of a common verdict that explained little. “Found dead” was
anuninformative verdict that appeared in Water’ sinquest reports 15 times. Invery few caseswasacause
of deeth even hinted at, and in those where one was mentioned, it was the result of dmost no investigation.
An unknown man was found dead on a lit brick kiln. Walter performed a cursory examination and
pronounced the cause of deathas* suffocation.” The corpse was not in but on the kiln. Kilns are hot on
the outsde. WWho would voluntarily get on onein the first place?

By 1842, invedtigation into the actua cause of desth did not seem to have progressed much. The
coroner for Westmingter, who held over 300 inquests in a year, summoned only 18 doctors to give
evidencein his court and ordered only 4 post-mortems.®

It seems to me, then, that coroners often just guessed at the causes of death a many of their
inquests. |If there were no witnesses, no obvious Signs of violence, and no obvious suspects, if the victims
were poor, unknown, unimportant, why bother with an extensve and expensive investigation? A look at

L_ondon Metropolitan Archives, MJSPC.E/630.

Anww.botani cal .comybotani cal/mgmivi/buckth80.html; A Modern Herbal by Mrs. M. Grieve
Apothecary Jar Collection, Universty of Texas Southwestern Medical Center a Dadllas,
www.swmed.edw/home_pages/library/archteam/apoth/alder.htm. In fact, today buckthornisused only in
veterinary medicine, for dogs.

3L ondon Metropolitan Archives, MJSPC.E/630.
“London Metropolitan Archives, MJSPC.E/576.
SLondon Metropolitan Archives, MJSPC.E/647.
®London Metropolitan Archives, WJYSPC/32-53.
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the inquests that did contribute to the homicide statistics persuaded me that thiswas true.

Those inquests that did result in crimina prosecutions for willful murder or mandaughter, a very
smdl number, are stored at the Public Records Office (PRO) at Kew, in southwest London. After the Act
in 1836 which required registration of births and desths (except for unbaptized babies), it was assumed
fewer homicides would go undetected (gpparently a great worry at the time, though it did not seem to
bother many coroners besides Wakley). However, out of 2,674 inquests held in the County of Middlesex
in 1849, for instance, only 36 resulted in crimind prosecutions, 18 for murder and 18 for mandaughter.

Dugty, tri-fold forms, all hand-written by the coroner who held theinquest, sometimesaccompanied
by the depositions of witnesses, or the proceedingsfrom the police magistrates' hearings, the PRO records
represent the deeths that were easly identifiable as murder. Very few 4ill exist from the firgt haf of the
century. For the years 1880-1885, there are 58 coroners' inquest records of deaths in London that were
judged to bewillful murdersavailable at the PRO. During theinquests on the 58 desths, the coronerswere
presented with evidence from eyewitnesses or confessions in 45 of the cases. Among the remaining 13
cases, 5 involved women who, without witnesses, dlegedly killed their children and ingsted they knew
nothing about the deaths, and 3 others pointed the finger a men whoselong-standing violence againgt their
femde partners made them the obvious choices to accuse. A further 3 were cases in which 2 asylum
inmates murdered other inmates, and a husband and wife burned down a building to get the insurance.

Only the last 2 cases involved mydteries. Neither victim was poor. These are the only casesthat
involved any extended investigation or serious clue-gethering. The firgt victim, his wife said, had shot
himsdf after he had grabbed a gun, threstened her, and shefled the room. On superficid examination the
doctor found three bullet wounds congstent with afinding of suicide, but at the post-mortem (becoming
more common then), he found a fourth, entering the armpit from the rear. At the inquest there was much
discussion of entry and exit wounds and scorch marks. The verdict of willful murder againg thewifewas
not long in coming.? In the other case, a wedthy paraplegic schoolboy ingested aconitine brazenly
administered by his greedy brother-in-law in front of the school principd. (It wasin acapsule supposedly
containing sugar, which the brother-in-law, a doctor, said would negate the dcoholic effects of sherry.) A
post-mortem of the victim and a police investigation into the brother-in-law’ s shaky financesand dubious
pharmaceutical purchases led to an arrest.

Though this preliminary research makes possible only suggestions about “missing” homicides in
19th-century London, | do believethat the evidence supportsthe tentative conclusion that coroners' courts,
medicaly, were not able to identify dl the murdersthat were committed. They took the easy way out. In
the early part of the century, “found dead” or “found drowned” satisfied them as a cause of death. Inthe

'Report of the Special Committee appointed at Michaglmas Session, 1850, asto the Duties and
Remuneration of Coroners and Resolutions of the Court, London: John Thomas Norris, 1851, p. 17.
Bound in (898 d17) Reports on Public Hedth et Cetera (British Library).

’PRO CRIM 1/21/6.
3PRO CRIM 1/13/3
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middle of the century, with no post-mortem, “rupture of a great blood vessd in the lung” replaced those
verdictsin frequency.! By 1889, even amedicaly qualified coroner, George Danford Thomas, pronounced
10 unautopsied victims dead of syncope/heart falure, the new favorite. There was no investigation by
Thomas of the deaths of 4 children “accidentdly” suffocated in their parents beds, and there was only a
mildly pointed question from the jury about the desth of one small child with arecent bruise on the Sde of
his head. He, said the coroner, died of pneumonia.

Whether the number of unidentified murder victims might be in the dozens or the hundreds, we'll
never know, but preliminary examination of just asmal percentage of theinquestsindicatesthat the annua
homicideratein 19th-century London was artificialy low, and that getting away with murder was adefinite

possbility.
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DISCUSSION

Tom Marvell: Why the pesk in pre-Civil War homicide?

Dougie Eckber g: The Draft Riots were a period of extreme violence, and gang violence was a a peak.
Both groups were excluded from the andysis.

Dick Block: If you look a newspapers, it is difficult to differentiate multiple reports of the same, versus
separate, homicide incidents. How have these researchers done so0?

Dougie Eckberg: With the Charleston newspaper, there was lots of brevity in thisreporting. | sought 40
pieces of information to alow me to discern separate versus repetitive reporting of an incident.

Eric Monkkenon: The newspaper typically used the transcript of the coroner's report which actualy
creates a new source of bias, eg., correlation bias.

Cheryl Maxson: You describe episodic events affecting accurate data and fluctuations in resources
devoted to archive maintenance. Therefore, what isthe basisfor using an "average' to subgtitutefor missing
data?

Eric M onkkenon: The proper way isto use an annud estimate, which isimpossiblein some cases. | used
“amoothing” for New Y ork City, but won't do so for L.A.

Dougie Eckberg: Thereisinherent biasin projecting backward when you don't have multiple sources.
Eric M onkkenon: Thereisstill biastoday, but we are getting better estimates than we've ever had before.

Dougie Eckberg: | predict well see rural homicide wasgrossly undercounted in earlier times, compared
to urban aress.

Eric Monkkenon: The question of rurd countsis redly interesting.

Vance M cL aughlin: Of the 101 "other" homicides, | found 97 incident locations on old maps. Thesewere
brought into the computer maps.

Everett L ee: Isthe capture/recapture method smilar to the Census Bureau, where you estimate degth as
awhole, inthe past?Y ou can undercount certain groups, especialy kids. When you compare stlandardized
rates over two times points, you can get two very different counts.

Dougie Eckberg: But | can't do standardized estimates because no ages are recorded.

Margaret Zahn: Isthere adifferencein the qudity of the records, between New York City and L.A.?



Eric Monkkenon: For the 1860s and 1870s, individual records do vary considerably. Public hedth
officers -- their numbers and resources -- seem to make a big difference in the qudity of vitd satistics.

Becky Block: There are lots of conditions inthe capture/recapture method. Did you noteimproved data,
especidly by race, in active coroner periods? |s there arace bias in reporting?

Vance M cL aughlin: There doesn't gppear to be arace biasin recording, but the depth of the recording
does vary. The numbers maiched very closdy, though there was some tempora variation in when they
were said to have occurred.

Mitchel Roth: | sudy epidemics and am curious whether the reporting was better during high homicide
periods because these would have been seen as epidemics?

Eric Monkkenon: For New Y ork during the 18th century there was a state census every 5 years, S0 |
could regularly adjust the denominator.

Dougie Eckberg: My homicide satistics are very close to state averages.

Jay Corzine: Rurd versusurban isanissue, because accessto medicd care affectshomicidelevels. What
about the case of lynchings?

Dougie Eckberg: In South Carolina, during 1877-78 there were no lynchings, but in subsequent years,
| have found these and will include them.

Vance McL aughlin: For Savannah, there were no lynchings, but severd legdl hangings. | think the fact
that there was quick, efficient, and definite punishment accounts for there being no lynchings.

Roland Chilton: To each presenter, what are your substantive conclusions from your respective studies?
What were your hypotheses?

Mary Beth Emmerichs: | dill beieve that London’s homicide rates are underrepresented and under-
prosecuted. It has been suggested that, for economic reasons, it isacceptable that about 20% of homicides
are prosecuted. | disagree; | think that the coroners are smply dumb. | would like to get mid-century data
for chronologica comparisons. | believe | will find afairly steady homicide rate from mid-century and on,
but much lower than in the 1200s.

Eric Monkkonen: When New York was at its most corrupt, crowded, and poorest, its homicide rate
seemed redlly low. In the 1850s, dueto arise in red income, people had access to acohoal, knives, and
guns, and the leve of violencewasvery high. The post-Civil War period was surprisngly peaceful in New
Y ork City. The datasuggest that there may be 60-year cycles, and we are now inthe middle of adecrease
in violence.

Vance M cL aughlin: The conservatives and the liberals were both hdf-right: In the old days, if a Black
man killed a White man (6 incidents in my data), haf were gpprehended. The strongest punishment

35



followed the killing of a woman, White or Black, by a Black man. In 1991, Savannah had the highest
homicideratein the U.S,, and in 1944, Savannah had a huge pesk aswell, contrary to the literature about
wartime violence. | could find no explanation for the 1944 peak. White male homicide ratesinthe new era
are one-third what they werein the old era. And 72% of homicidesin the old era, compared to 92%in the
recent era, were perpetrated by Black men. If not for drugs, there might not be such a difference.

Dougie Eckberg: Theam wasto recreate Horace Redfield’ s study on Southern violence: to what extent
does South Caralinafit the Southern pattern? Pretty well. He found in the vitdl statistics data that Whites
have dightly higher victimization rates than Blacks, and substantidly higher perpetration ratesthan Blacks.
This is a change from the early part of this century that leads to the conclusion that there has been a
subgantia shift in racia homicide.

Dick Block: Policies on homicide identification and investigation seem to affect rates. Did the legd
definition of homicide change from the 1800s? Note that in Holland, [Herman] Franke hypothesized that
tolerance of violence decreased over time, and that this led to a decrease in homicides.

Mary Beth Emmerichs: Different leves of tolerance change public order arrests more than homicide. In
early and medievd England, homicide was often seen as an accident, whereas murder happened by stedlth
and was mygerious. England’s homicide rules seem stable. Adminigtratively, rule changes don't seem to
change coroner rulings. Poor coroner rulings can be attributed to poor coroner qudifications. In England
only one-sixth of coroners have medicd qudifications. A coroner’ sinquest isoften just theresult of police
investigating, and who may have been better at investigating.

EricMonkkonen: Most andysesexcludekidsunder 5 yearsof age dueto huge underreporting, especidly
intheold days, out of sympathy for the poor mothers whose temporary insanity wasto blame, because no
one bdlieved that a sane mother could kill her child. Also, the tolerance of violence is sometimes confused
because juries must struggle to tolerate ethnic diversty.

Dougie Eckber g: Auto accidents were often caled homicides earlier in this century.

Mary Beth Emmerichs: In England, the responsible vehicle would be impounded and sold, and the
money would go to the king.

Dick Block: What about self defense homicides?

Dougie Eckberg: | can't say.

Vance M cL aughlin: Thiswas an excuse that was actudly often accepted. Southern honor is an issue,
especidly regarding awoman. These homicides were often not prosecuted. Self defense is less likely to
work in modern drug interactions.

Eric Larson: What about the use of misadventure, which was used in England.

Mary Beth Emmerichs: Causes such as* chance medley” and “casudly killed,” for example, faling off
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a wagon and then the wagon kills you, were used. A suicide might be caled a misadventure for an
important person.

Steve Roth: In New York State, the coroner is till only required to be 21 years old and aresident of the
county. They might be tow-truck drivers or funera directors, because they are often the first to get to the
scene. Even in counties where an M.D. is required, there is still no requirement for training in forenscs or

pathology.

Eric Monkkonen: In 19th-century New Y ork City, depositions were taken on the scene and were like
tesimony. Inthe 1870s, aTammany Hall officid who wasa so acoroner killed someone but was acquitted.
Coroners received fees for each body; thus, the victim numbers are probably pretty good, except when
records occasondly got lost.

Mary Beth Emmerichs: The coroner is the recorder in the English court, and writes everything.

Henry Brownstein: The measure of homicideisasocia congruction. Steve' sexample demongratesthat
budgetary, politica, and adminigtrative decisons determine what gets counted.

Mary Beth Emmerichs: Socid and politica congtruction hgppens with dl illega behaviors.
Dougie Eckberg: Thisiswhy it is best to look for dead bodies and then define homicide.

Eric Monkkonen: That is the best we can do. | second Dougi€ sidea; the broad pictureis pretty good.
Also, note that multiple sources offer diminishing returns.

Tom Marvell: Did the movement of the population to the suburbs bring lower rates?

Mary Beth Emmerichs: London suburbs were uproarious, the cities were less so.

Eric Monkkonen: The unit of analysisisa universal problem. New Y ork City expanded to incorporate
the boroughs, but this did not greetly change its homicide rates. What we call suburbs may be anissueonly
from the mid-20th century on.

Vance M cL aughlin: Therearen’t homicidesin new areas of Savannah. Therearereal zones, or hot spots.
In the modern era, the police have done alot to get tricky and report lower rates. A hundred years ago,
this was not a problem.

Chris Rasche: Could you compare urban and rura homicide rates?

Dougie Eckberg: In the 1870s, the highest homicide rates were not in Charleston, South Carolina sonly
aty. The rates in rurd aress that bordered Georgia were very high. Another example is that at the

Tennessee/K entucky border there were up to 75 homicides per 100,000 residents. In Louisiana, therural
rates were as high.
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Chris Rasche: Thiswouldn’t be due to better accessto medicd carein cities, would it?

Jay Corzine: Some of the differences may be due to medical care. Not dl rural areas are more violent;
there were and are hot spots. These may be attributable to loca traditions.

Alan Del ine: Inthefirg third of the last century, there was no organized police department in New Y ork
City. How do you account for law enforcement changes? Aren’t these eras “apples and oranges’?

EricM onkkonen: Y es, but there were high arrest rates and low prosecution rates throughout. Therewas
a constable watch system; a constable would show up soon and the coroner, not the police, was
responsible for investigating homicides. So police organization is not that important for the study of
homicide. It isn't usudly the police who discover homicides anyway.
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CHAPTER TWO

HOMICIDES AGAINST WOMEN
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WHEN HOMICIDE DATA BASES DO NOT ANSWER THE QUESTIONS: FIELD
STRATEGIESFOR LOCATING AND INTERVIEWING PROXIES

Judith McFarlane, Texas Women's University, 1130 MD Anderson Boulevard
Houston, TX 77030
Carolyn Rebecca Block, Gall Rayford Walker, and Christine Ovcharchyn Devitt,
[llinois Crimind Judtice Information Authority, 120 South Riversde Plaza,
Chicago, IL 60606

ABSTRACT

As a means of better understanding homicide incidents, methods for identifying, locating, and
interviewing confidants of homicide victimsare fill in their infancy. This paper discusses aset of drategies
that worked in studies conducted on risk of injury and death in intimate partner relationships in Houston
and Chicago, and key factorsthat may affect completion rates of proxy interviews. Primary consderations
whenusing proxy respondent methodol ogy include maximizing the use of public records, hiring and training
interviewers for fidldwork skills aswdl asinterview skills, and developing a protocol for interviewer and
respondent safety.

THE HOUSTON AND CHICAGO STUDIES: LESSONSFROM THE FIELD

Officidly-maintained data bases, often drawn from crimind justice or public hedthrecords, area
mangtay of homicide researchinquiry. However, asthe discipline moves beyond demographicsand crime
scene data into retrospective queries into the interactions and events that may have led to the homicide,
officid records are limited. Interviews of proxy informants, people who were confidants of the victim, can
provide some of this higorica information. Methods for identifying, finding and interviewing proxy
respondents, however, arein their infancy. This report summarizes the methods used in two proxy studies
of intimate partner homicides, in Houston and Chicago.

The Houston study is part of a multiple-city study funded by the Nationa Alcohol and Drug
Adminigration (NADA), the Nationd Ingtitute of Justice (NIJ), and the Centers for Disease Control and
Prevention (CDC), and coordinated by Jacquelyn Campbell, of Johns Hopkins University, which is
identifying one proxy informant for 250 femicides occurring between 1994 and 1999 in 11 United States
cities. Judith M cFarlane, director of the Houston siteteam, working with abilingud censusinterviewer and
a public hedth nurse, located and interviewed a proxy respondent for every closed murder case of a
woman by an intimate partner in Houston during a 5-year period, 55 womenin al.

The Chicago study, both an independent study funded by NIJ and conducted by a collaborative
teamof medica, public health and crimind justice agencies, and concerned individuals, and part of thesame
multiple-city study, conducted one to three interviews of proxy respondents for each of the 85 cases of
intimate partner homicide in Chicago in 1995 or 1996. Three of the authors of this paper were involved
in the Chicago study, a member of the team of four proxy interviewers, the principd investigator, and the
project manager of the multiple-city study liaison.
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Thetwo projectsdiffered somewhat intheir methodol ogy. The Houston study interviewed only one
proxy respondent per homicide, while the Chicago study interviewed as many as three. The Houston
sample was dl homicides of femaevictimsby an intimate partner, whilethe Chicago sampleincluded mae
intimate partner victims as well. The Houston study used only “cleared” cases, defined as cases having a
findl court disposition, according to police records. The Chicago study used al homicides known to the
police in which the victim-offender relationship was current or former spouse, common-law spouse,
boyfriend, girlfriend, or femae homosexud domestic rdationship, and in which the femde partner was age
18 or older.

Maximizing Official Records

In both cities, officid records were a Sarting point for identifying knowledgeable and credible
proxies. The Houston project used an abstract form to gather information from the police and other officia
records. The Chicago project developed afile of information from officia sources. Sources of information
included court transcripts, police incident files, police arrest files, order of protection files, medica
examiner’s records, victim's degth certificate and obituary, newspaper accounts of the murder, name
searchesin the newspaper for both victim and offender from ayear prior to the murder to the current date,
corrections records, and others.

What were we looking for in these sources?

Addresses. the murder site, aswell aswork site and residence of the victim and suspect at the time of the
murder;

Namesof surviving children, friends, and rdaives of both victim and suspect, and their contact information;

The woman's maiden name (in the death certificate or the obituary), which may lead to a parent or close
relaive

Names and location information for rdatives, including dependent children, may be found in the obituary,
in the coroner’ s records, or in the newspaper;

The name and address of the funera home, the church or synagogue, and the name of a charity or fund for
amemorid donation may be found in the obituary or in the coroner’ s records, and can lead to someone
who may be able to put you in contact with relatives,

Names and location information for friends, witnesses, or other peopletestifying in the case (found in police
investigation and court records) may lead to a knowledgeable proxy respondent;

The court record may contain alist of people whom the suspect must not contact; one of these people may
have been a confidant of the victim. In addition, the person(s) testifying are good sources.

Identifying information for the person(s) who identified the body, such as socid security numbers,
drivers license numbers and state ID numbers.
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The Houston study found obituaries to be extremdy ussful and easly available from newspaper
files usudly on Internet or on microfilm. In contragt, the Chicago study found only a few published
obituaries for the 89 deaths, athough those few contained useful information. It appeared that the date of
the death versus the date that the body was released for burial may have presented a problem in finding
the few obituaries that were published. However, in Chicago, an Internet search of newspaper articlesfor
the names of the victim and the offender for the period beginning ayear before the deeth through the current
date produced useful information in addition to obituaries. For example, an offender who was not charged
in the murder might have been arrested for another offense.

I n caseswhere more than one person died, it isimportant to collect information for al of them. For
example, in homicide-suicide cases, we collected information from the medica examiner’s office record
for both desths. Also, if more than one victim was killed, we collected information for each victim. In
addition, we searched arrest, court, and corrections records for both intimate partners, not only for the
murder case but for any other record as well.

In the Chicago study, a case file for each homicide was built from four primary sources. police
summary files, medicad examiner files, court case files, and newspaper articles about the homicide. This
study was privileged to have a diverse, active advisory board that opened avenues to many different
sources of case information not routinely availableto socia research projects. For example, the sudy had
access to every homicide case that occurred during the study period through the Chicago Homicide Data
Set project, acollaborative project with the Chicago Police Department to create the largest, most detailed
data st on homicide in the United States. In addition, the Chief Medica Examiner, an advisory board
member, made his officésfiles available to saff, athough they are not generdly open to the public. While
court files are public information, the Clerk's Office was extremely cooperativein pulling the 60 court case
filesin our sample and providing office space for our gaff. Even the Chicago Public Library asssted us
in looking for newspaper articles from the newspapers without on-line access.

Thefdlowing isalig of the types of potentia proxy information gethered from each source in the
Chicago study:

Chicago Police Department Murder Andysis Reports:

Age, race, 3, relationship of victim and offender

Date and time of injury

Address of occurrence

Summary of the incident, including circumstances, wegpon, and the manner in which the case was
cleared (by arrest of offender, death of offender, refusal of the State's Attorney to prosecute).

Medica Examiner Fles

Victim's and offender's name

Victim's and offender's last known address

Any identifying ID numbers (Driver’'s License number, State ID numbers)
Names and addresses of rdlatives identifying the body

Funerd home name and address
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Cause of death
Any other available information, such as police incident numbers, criminal history record numbers,
toxicology results on the victim

Cook County Crimina Court Records:

Crimina court record number

Chargesfiled

Names of witnesses

Pre-sentence investigation reports and victim impact Satements, if any
Sentencing information, including any appedsfiled

Newspaper articles:

Chicago Tribune Archive on-line search for victim and offender names, which led to articles about the
incident in 15 cases

Chicago Sun Times and Chicago Defender microfiche searches, which led to articles on 6 more
cases

Setting Priorities Among Potential Proxy Respondents

Your god is to develop a list of people who might be knowledgeable and credible proxy
respondents about the relationship between the victim and the offender in the year prior to theincident that
led to the death. Prioritize the potentia proxy lists. Who would be most likely to know about the
relationship between victim and perpetrator? We have learned that adult children and sisters of femicide
vidims aremore knowledgeableinformantsthan parents. Thelegd guardian of dependent childrenisamost
aways knowledgeable about the relationship, as are some co-workers and supervisors, especidly if the
victim had worked for one company for an appreciable time. Other good proxy respondents are neighbors
and closefriends. Because these people may not be mentioned inany officid source, you will discover their
existence by talking to the people who are mentioned.

In the Chicago study, there was some concern about the danger of interviewing a proxy who had
been a confidant of only one of the intimate partners, and who might have limited or biased information
about the rlationship. For example, if a man is murdered by his wife after years of his abuse, would a
proxy interview with the man’'s best friend provide complete information about the abuse of hiswife prior
to the homicide? We discovered that it was best to use information from many sources, not al of whom
provided a complete interview. For example, a buddy of the male offender might be the best source of
information about his friend’s drinking or drug abuse, but not much more. His mother might provide the
most accurate information on his education, employment, and mental and physical hedth. However, the
next-door neighbor might bethe best person to complete an entireinterview about the coupl€ srelationship
in the year before the desth. In both the Houston and the Chicago studies, we used dl of thisinformation
to answer as many questions as possible.

Commonly, personsmentioned in official sourceswere disqualified asproxy respondents, because

they were eyewitnesses to the crimes but strangersto the victims. Frequently, we found a potentid proxy
who knew agreet deal about the victim but little or nothing about the relationship. Thisis partid success.
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One proxy withal the needed information may not be possible; however, two or three proxies, each with
adifferent st of facts, can result in acompleteinterview with no missing data. For example, sometimeswe
located a potentia proxy who had socidized with the victim and knew the victim’ s alcohol and illicit drug
use wel, but knew nothing of the rdaionship with the perpetrator. We recorded the needed information,
knowing additiona proxy(ies) would be needed.

Mail and Phone Work

Once you have compiled afoundation of information from officid sources, you arereedy to follow
up on those sources. It is best to begin by phone cals and letters to potentia proxy respondents, funeral
home directors, and any other likely-looking source. Send that person a registered letter on project
letterhead, stamping on the envelope “please forward.” Within the letter, offer an explanation of the study
and an 800 number where the investigator can be contacted toll free. In addition, enclose a one-page
overview of the study, on letterhead that includes dl of the local agencies collaborating on the study.

If the letter isnot returned in 10 days and thereis no telegphone response (thisisamost dwaysthe
case), cdl them. If the phone number is no longer vaid, use a criss-cross directory to find the correct
number. (Also useacriss-crossdirectory to find the addressfor aphone number.) Send aregistered | etter
to the funeral home, or the charity, following the same procedure.

The names, the spelling of the names, the addresses and the phone numbersin the various sources
may differ. Y oumay be ableto decipher some of these differences asasmpletypos, or an area code that
has been changed.

In Chicago, phone cdls aone were sufficient to obtain proxy interviews in 20 (22%) cases, a
combinationof phonecdlsand field vistswere conducted in 59 (66%) cases. Proxy informationin the case
files was exhausted without leads in 25 (28%) of the cases. Using the criss-cross directory for neighbors
and other tenants phone numbers yielded positive results in several cases. It dso aided in locating
maintenance personnd.

Preparing for Field Work: Safety 1ssues

Based on the McFarlane and Wiist (1997) safety plan for outreach workers contacting pregnant
abusad women in the community, the Houston study established a safety plan that includes the following:

Work in pairs as often as possible;

Have acdl phone available, preferably on your person;

Make someone aware of the tracking destination(s) and expected time of return to the office;
Be congantly vigilant of the surroundings;

If astuation feds uncomfortable or unsafe, for example there is ydling or intoxicated persons present,
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leave immediatdy;
Do field work only during the daylight hours, weekends are very good,;
Wear sengble attire (garments with pockets, sturdy walking shoes, minima jewdry).

Following these common sense safety rules for 2 years, there has been no threat or breach of
persona safety for any team member at ether Ste.

| dentifying a Proxy When Y ou Have No Lead From the Official Reports

Helpful Todls

To ad fidd work efforts, the following tools proved to be indispensable in locating proxies:

A cooperative funera home can yield a contact person and a telephone number.

Criss-crossing every number and address in the file can ether lead to a proxy or another dead end.
However, criss-crossing the neighbors or tenants in abuilding can yidd very vauable informeation, aswell
as locating maintenance persons. This technique opened severd casesin the Chicago study that otherwise
had hit a stalemate.

The Internet has a number of free people-locator web sites (i.e.: Switchboard, Anywho, €tc.).

The services of an agency or authorized person who hasthe capability of locating personsby using asocid
security number, driver’s license number or state identification number.

Enlist the services of a private investigator.

Petition correctiond facilities to dlow the interviewer to comein and interview the incarcerated made or
femde offender.

Organizing for good results

In Chicago, interviewers were working on 10 to 20 cases a any given time. The most successful
interviewers developed an organized system for keeping track of attempts being made to locate proxy
respondents.

Egtablishing a good follow-up system will save time and give the interviewer good execution dtrategies.
Note-taking isinvauable in order to know what the next plan of action should be. Notesinclude

follow-up dates, who was spoken to, what was said, usefulness of phone numbers, when to call (am.,
p.m., after work, weekends), call back requests and dates.
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Keep alog of correspondence and arecord of the number of attempts that were made via phone, field or
mall.

Labd files by the work required: phone work, fieldwork, etc. That way, you are dl ready to make al of
your cals during the two-hour evening pesak time, without wasting time searching through al your cases.

Organize “fiddwork” filesgeographically, depending on whet part of town theinterviewer will concentrate
on aparticular day.

Plan fieldwork around the time children are coming home from school. It is safer, the person you are
seeking may more likely be & home, and most of dl, children are good about reveding information such
as phone numbers and adults whereabouts.

Face-to-face skills

The need for an interviewer to be relaxed cannot be stressed enough. Be cautious about appearing too
officid. Respondents are dready suspicious about your inquiries.

Familiarity breeds good resultswhileinthefield. If people get theimpression that you areafriend or casud
acquaintance of the person you are seeking, they may be more comfortable talking with you.

Memorize as much of the questionnaire as possible so that you can begin interviewing spontaneoudy should
the opportunity present itsdf. It dso dlows the interviewer to have more eye contact while conducting
scheduled interviews.

When a respondent refuses to participate, gently probe for as much information as they are able to give,
and ask for areferrd. Alwaysask if you may contact them at abetter time, get aphone number, and follow

up!

If respondents do not give areferra and continue to refuse, respect their wishes, give the process alittle
time, and some weeks later re-contact this person, preferably in person. Empathize with them, and apped
for their cooperation once more. Often the lgpse in time gives them a chance to reconsider.

Don't heditate to return to a“no” respondent. Fedl your way and possibly approach the person from a
different angle.

Preparing for Fidldwork: Credibility

Credibility is critica for successful fidldwork. Before going into the fidd, interviewers read the
material on each case severa times and discussed with the team leader or their interview partner. They
converted to memory key facts, including names, dates, and circumstances surrounding the incident. In
Houston, fidd workers dways take the officia documents with them, so when gpproaching a potentia
proxy, who is mentioned in the report, they can cite and, if needed, present the document. In Chicago,
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interviewers carried |etters on project letterhead, calling cards with the project name, their namesand the
800 number, and wore agency badges.

In Houston as well, a badge with the interviewer’ s name and indtitutiond &ffiliation was essentid.
We were dways honest but sensible about our role and project description. As the genera public has a
long and generdly very postive history with public heath nurses, the nurses wore badges with RN after
their names. Houston interviewers never initidly introduced themselves asresearcherstrying to locate and
interview proxies for femicides, but rather as nurses working on a study about women's hedlth.

Once with a knowledgesble proxy, informed consent was reviewed before the interview began.
Stepping into the Field

Maintain apile of casesfor which field work isnecessary, organized by areaof the city. Whenyou
go into thefield, take the whole pile, because you never know when an opportunity to make acontact may
present itself. Similarly, have blank questionnaires with you & al times, just in case.

When you have located a potentia proxy, complete a brief screening interview to assess the
person’s knowledge about the victim and the intimate partner relationship. This discussion is usudly
informd, and does not need to follow a set format. Although the Chicago study developed a formal
screening questionnaire, it wasnot particularly useful inthefidd, but was more ussful in hel ping theresearch
collaborators to focus our idess about the ideal proxy respondent. Whether forma or informal, proxy
screening includes questions about the relationship of the potentid proxy to the victim, the length of time
the proxy knew the victim, knowledge about the relationship, and willingness to answer questions about
it. If itisobviousthat the potentia proxy isnot very knowledgeable about the victim or the rdationship, ask
the person to recommend other contacts.

Firs Field Vigt: Accepting Funeral Home

Commonly, the proxy leadsin the officid records could not belocated. In these cases, thefirgt site
vist was to the accepting funeral home of the deceased. Funeral home information is cited on the medica
examiners report.

It isimportant to go in person to the funerd home, even if you have sent aletter. Calsand letters
can be ignored. Begin by taking to the receptionist, akey person who functions as a“ gatekeeper” to the
deceased person’ sfile. When meeting the receptioni <, the team member would say something to the effect
of:

“I'm a nurse working with the police department on a study to prevent the murder of women by their
intimate partners. In June of 1996, there was awoman by the name of Jane Smith, who was killed by her
boyfriend, Ted Jones. According to the medica examiners report, her body was received by this funera
home on June 19th. Could you help me learn who might have asssted with the payment for the funerd?
I’m trying to contact the family, so that we can find out more about the relationship. Thisisvery important
aswe are trying to prevent things like this from happening to other people.”
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The god hereisto get the person at the desk to pull thefile. This person may need to consult with
the director. In Houston, however, most everyone pulled the file and shared relevant information. In
Chicago, our response from funerd homes was uneven. Some smadler funerd home directors were very
hepful, but one of the largest, which aso had many of our cases, refused to cooperate. To increase
cooperation, we developed a specid letter for funeral home directors, and asked our agency lawyer to
determine whether thereis any law preventing afunerd home from providing information. We contacted
the funerd director’ s professiona association, to get their officia approva of the project. However, some
funera homes are not members of the association.

From thelist of contactsin the funeral homefile, you may be able to find aknowledgeable proxy
respondent. If no knowledgesble proxy emerges, return to the field. Y our next priority should be to vist
the murder site and the victim'’ s resdence.

Second Fidld Visit: The Murder Site & Victim’s Residence

Frequently in domestic homicides, the murder site and the victim's residence are the same.
Ascertain who lived in the immediate neighborhood at the time of the murder. Y our god isto talk to each
of these persons. If the murder site and/or victim’ sresdenceisasinglefamily dwelling, begin by talking to
the present occupants and next door neighbors. Did they reside in the neighborhood at the time of the
murder? Did they know the victim or perpetrator? Your god is to identify a close friend, neighbor, or
confidant who may be a knowledgesble proxy.

If the victim had children, ask if there were children in the neighborhood that the victim’s children
played with. If s, where do these children live? Vidt their homes and ask if the youngsters know where
the victim’ schildren arenow living. (Asguardianswill frequently try to maintain children’ srelaionshipswith
neighborhood children, we located severa proxies through neighborhood children who continued to share
club, sports, and weekend vists with the victim's children.) Almost dways the guardian of the victim's
children knew the victim well. If you cannot locate children or adults who knew the victim's children, ask
which school(s) the children attended. Vidt the school(s), and seek ther assstance in identifying if the
children are presently atending the school, and if so, would they phone the children’ s guardian to request
the guardian cdl your office. In Houston, we found the schools to be most hel pful. Some schools shared
information about victim’s children being moved out of state, and the name of the new schoal. In one
ingtance, the children had attended four schools in three states over a 2-year period. However, after
explaning the purpose of the study to each school contact, we successfully located a reliable proxy, the
victim’'s sgter, who was aso the guardian of her two children.

If the victim’s resdence was an gpartment complex, begin by talking to the manager. A if the
manager knew the victim or other resdents who spent time with the victim. These resdents may be a
knowledgeable proxy or able to direct you to a suitable proxy. Ask the manager if you may review the
lease agreement for possible proxy leads, including employer, next of kin, emergency contacts, and any
references. Ask which of the tenants in gpartments close by to the murder site (i.e., next door, upgtairs,
downgtairs) are presently occupied by the same res dentswho were present at thetime of the murder. Vigt
each of these residents.
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Maintenance people are an additiond source of information. If there was prior violence and
destruction, it was probably the maintenance person who completed repairs.

Hndly, never leave an gpartment complex before going to the laundry and playground area.
Laundry room and play areas are dmost dways occupied, especidly on a Saturday. Ask who remembers
the murder, who was the victim friends with, who did her/his children play with, who do they suggest you
contact to find a knowledgeable proxy? We identified one proxy through a women in the commercia
laundromat adjacent to the apartment complex where the deceased woman had lived. The informant
remembered the murder well and identified awoman in her mid-30s as a “best friend of the victim” who
w as “adways with the victim”. Although the informant did not know the potentid proxy’s name or
residence, she knew she dill came to the laundromat every Saturday. The next Saturday, an interviewer
was a the laundromat, met the “best friend” and completed a interview with no missng or unknown
information!

Asyou read thisif you are beginning to fed, there is no way I’ m hanging out a laundromats, and
talking to maintenance personne, then we must move aong quickly to the last section.

SKills, Attitude, and Support are Everything

Tracking is the most important part of field research and demands a certain person(s). Frankly,
methodol ogica issues of instrumentation, sampling, datamanagement, and andysiscan beexpertly handled
by afleet of people. Thesefolksare abundant, and most eegerly awaiting to assst you. However, effective
fied trackers are rare and must be carefully selected and consistently supported for project success.

Theright atitude is essentia. The person tracking must fed safe and secure in the neighborhood.
If the person does not want to talk to people, fedsinadequate to do the job, or is scared of that “ part of
town,” the people interviewed will immediately pick up on this, and there will be little or no information
shared. A positive attitude and skill acquisition will guarantee successful tracking and complete proxy
interviews. Proxy informants can answer questions that will move the discipline of homicide research
forward.

Itisour experiencethat themost effectivefield trackers have been trained and possess professiond
skillsin people finding. Public hedth nurses have traditiondly worked with people in the community and
most have specidized skillsin outreach, follow-up, and peopleinterviewing. Additiondly, personsthat work
with the U.S. census bureau do routine interviews in the community, and arewell prepared at tracking and
interview skills. Regardless of the person’s previous experience, a successful field project will require
extengve training and regular team meetings to share successful strategies and support each other.

Results

In Chicago, the overall case completion rate was 88%, or at |east one knowledgeable proxy in 72
of the 85 cases. It took an average of 2 months to complete each of the 73 cases, from the time it was
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assigned to the time of actud proxy interview, dthough there was awide variaion in this completion time,
depending on the mobility of the proxies, and whether, once contacted, they needed time to decide to
participate. Forty percent of the cases were completed in less than a month, although some took as long
as 7 months to reach a knowledgeable proxy. It took an average of seven attempted contacts before an
interview was actualy conducted.

The proxies actudly interviewed tended to be related to the victim, whether mae or femade. This
might be expected, given the case information obtained. The medica examiner files collected information
on the victim's relatives (whoever clamed the body), amost exclusively. Further, the most useful court
documents were Victim Impact Statements, which again focused on the victim's family. Fifteen femde
offenders were interviewed, and in five cases, they were the only respondent, while in 10 other cases,
another proxy respondent was aso interviewed in the case. The most common proxies were the victim's
mother (18) and the victim's Sgter, regardless of the sex of the victim (18). Femae proxies were more
common than mae proxies. Femaes tend to be home more during the day, when most contact attempts
were made, and were more likely to be confidants of the femae victims.
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APPENDIX:

Previous Studies Attempting to Collect Proxy Respondent I nfor mation

Joyce Banton and the Kellermann research team identified a proxy respondent in 405 of 420
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homicides (96.4%).! Rose (1981:27), however, was ableto contact only 74% to 58% of homicidevictims
next of kin and interview only 58% to 24% of those contacted in three cities. In alater study, Rose was
ableto interview 43% of the victims next of kin (persona communication with Harold Rose, December
7,1994). Animportant difference between Kedlermann and Roseisthat the Kellermann team interviewed
proxies within 3 weeks following the incident, while the lag in both Rose studies was as much as 3 years.
Rose cautions that the lag did make a difference in response rates.

I naddition, the Kelermann proxy wasnot limited to next-of-kin asin the Rose studies, but involved
numerous attempts to contact a hierarchy of knowledgeable people (personal communication with Joyce
Banton, who was in charge of fielding the Kellermann team, and who has kindly lent her advise and
suggestions to this study). Our study includes such a hierarchica series of contacts. We a so learned from
Rose's experience, in the second study, that matching the proxy/interviewer race seemed to matter. Finaly,
while the Kellermann study's questionnaire was short and non-invasive, Rose'sinterview scheduleincluded
178 detailed questions, many of them open-ended, about "life history.”

Prof. David C. Clark and colleagues conducted alarge-scale proxy respondent of suicide victims,
and stresstheimportance of multiple proxy interviews? In his research (Clark & Horton-Deutsch, 1992;
Clark & Fawcett, 1992), he interviews as many as seven proxies per subject, and hasfound that different
confidants of the suicide victim have different perpectives and contribute unique, vauable information for
the sudy. In David Clark's experience, new information is often gained from the sxth or seventh
interviewed person.

CRIMINAL AND RESTRAINING ORDER HISTORIES OF INTIMATE PARTNER-
RELATED HOMICIDE OFFENDERSIN MASSACHUSETTS, 1991-1995

Linda Langford, Higher Education Center for Alcohol and Other Drug Prevention
Education Development Center, 55 Chapel Street, Newton, MA 02458
Nancy Isaac, Harvard School of Public Hedlth, Harvard Injury Control Center,
677 Huntington Avenue, Boston, MA 02115
Sandra Adams, Massachusetts Office of the Commissioner of Probation,
One Ashburton Place, Boston, MA 02108

YInthese 15 cases, there was no knowledgeable person, or the only person was the suspect. Of
those identified, 93%, 98% and 99% were interviewed in each county (Bailey, et d., 1997).

Clark refers to proxy interview methodology as a“psychologica autopsy.”
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ABSTRACT

Few gtudies have offered a detaled andysis of the crimind histories of intimate partner homicide
perpetrators. A study was undertaken using multiple data sources to compile a comprehensive database
of homicides related to intimate partner violence from 1991-1995 in Massachusetts. For this andyss,
records of perpetrator criminal and restraining order histories were abstracted from a computerized
database maintained by the Massachusetts Trial Court. Preliminary results show that perpetrators had
extengve prior involvement with the crimind justice system, induding both crimina and civil offenses.

BACKGROUND

Numerous studiesof intimate partner homicidehavebeen conducted. Typicaly, thesestudiesreport
information about the victims, offenders, wegpon use, and circumstances of the homicide events, to the
extent that these dataare available. Thenationa data set on homicides, the FBI’ s Supplementary Homicide
Reports (SHRy), is largely limited to information on victim and offender demographics and weapon use.
These data are very limited with respect to the need to identify risk factors that might guide prevention
efforts.

Loca sudies using data sources such as police and medica examiner records often include more
detailed data about victims, offenders, and circumstances. However, most of these sudies have reported
only crude measures of the crimina histories of the homicide perpetrators. For example, Goetting reported
that 56.6% of offendersarrested for killing aspousein Detroit in 1982 and 1983 had been arrested at least
once prior to the homicide offense, but no detail s about the seriousness of the offenses, or specific charges,
were reported (Goetting, 1989). The Chicago Homicide Dataset, constructed from police records, and
used by Block and Christakosto andyze characterigtics of intimate homicide perpetratorsin Chicago from
1965-1993, contains information about victim and perpetrator arrest records disaggregated into violent
versus nonviolent offenses. In that dataset, 40% of the men and 18% of thewomen who killed opposite-sex
partners had previoudy been arrested for a violent offense; the figures for nonviolent arrests were not
reported (Block & Christakos, 1995).

Presumably, the lack of detailed crimind hitory information is due to difficulty in accessing these
data, elther because the information is not available to researchersin ausable form, or isdifficult to obtain
due to confidentidity restrictions. To our knowledge, no prior sudy has documented the restraining order
histories of homicide offenders.

The present study wasundertakenwith thegoa of accurately counting and characterizinghomicides
related to intimate partner violence over a 5-year period in Massachusetts (1991-1995). Multiple data
sources were used to compile a comprehensve database of these homicides in Massachusetts using an
expanded case definition that includes people other than partnerswho werekilled in the context of intimate
partner incidents. This definition includes two types of cases: 1) the murder of a spouse or unmarried
romantic partner by apartner or ex-partner ("Partner Victims'); and 2) murdersof family members, friends,
acquaintances, or bystandersin the context of apartner- or ex-partner-related incident ("Other Victims”).
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As part of this study, the investigators gained access to a database that contains Massachusetts
crimina and restraining order recordsfor the homicide perpetrators, and it is these data that are the focus
of thisreport. Other results from this study, including a comparison of the number of homicides detected
in this study with those reported in the FBI's Supplementary Homicide Report (SHR), are reported
elsawhere (Langford, Isaac, & Kabat, 1998).

METHOD

A database of dl intimate partner-related homicide cases from 1991 through 1995 was compiled
from news articles, Supplementary Homicide Reports, lists assembled by Didtrict Attorney's offices, and
reports from domestic violence advocacy agencies. This database will be referred to as the “study
database.” Because SHRs do not contain names, cases identified through the SHR were matched with
death certificates to identify individuas by name. Descriptive data on victims were obtained from death
certificates. The study database is victim-based, in that it has one record for each victim. Offenders were
those determined by our data sources to have committed the homicide, whether or not they were arrested
or convicted. In 3 cases there were 2 offenders. afemale partner and another male offender. In 2 of the
3 cases, the femd e partner was not present during the homicide but was considered by law enforcement
agencies to be centrd to the murder’s planning and implementation. Because thisis a Sudy of intimate
partner homicide, the offender is consdered to be the female partner in these cases.

We attempted to obtain verification for each case from two data sources and were successful in
al but 3 cases. The two most common sources used to verify cases were news articles and reports from
Didrict Attorney'soffices. If one of these sources of verification wasnot available, or additiond information
was needed to establish the case as intimate partner violence-related, we consulted by telephone with the
police officer, detective, or prosecutor who had worked on the case. We a so asked other expertsinthe
homicidefield to rule on whether certain cases should be considered intimate partner-related. Inthe 3 cases
with only a single source of verification, the existing information indicated that the cases were rdated to
intimate partner violence, so they wereincluded in the study database.

Criminal History and Restraining Order Records

M assachusettscrimind and restraining order historiesof the offenderswereabstracted from printed
records obtained from the Crimina Activity Record Information (CARI) database and the Registry of Civil
Redraining Orders, two linked computerized databases maintained by the Massachusetts Trid Court.
These databases are described in more detail below. Becausetheserecordscontain criminal and restraining
order records from Massachusetts only, the actua proportion of perpetrators with these historiesislikely
to be higher than reported here.

To locate the correct record, the databases were searched by perpetrator name and confirmed
using other available information about the perpetrator and homicide case. For example, since nearly all
of the perpetrators were arrested for the homicide, amurder charge in the record, in most cases within a
few days of the homicide date, served as confirmation that the record was correctly identified. In cases
where the perpetrator had committed suicide, the perpetrator’ s date of birth was obtained from the death
certificate and used to match the crimina record. Other fields used to ensure correct matches were the
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perpetrator’ s age, town of residence, and town of homicide.

Of 174 totd perpetrators in the study, records were matched for 161 perpetrators. In 10 cases
inwhich no record wasfound, the perpetrator had committed suicide. 1n casesof perpetrator suicide, there
was no arrest for the homicide, so the absence of a record was assumed to mean that these perpetrators
had no prior crimina or restraining order history in Massachusetts. These 10 cases are included in the
andyds and coded as no prior history. In the remaining 3 cases, other available information indicated that
there had been an arrest for the homicide; however, no matching record was found. These 3 caseswere
excluded as not matched, resulting in atota of 171 cases. Of the cases analyzed, 152 (88.9%) of the
perpetrators were male and 19 (11.1%) were female. Perpetrator ages ranged from 14 to 82 years old,
with amean age of 36.4 (sd 12.6).

Criminal Activity Record Information Database

Each crimind record includes complete adult and juvenile records unless part of the record has
been sedled (indicated by a symbol on the record). Both adult and juvenile records consst of alig of dl
offenses, and, for each offense, the date and location of the arraignment, the name of the offense, the
disposition of the case, and the status of the case (open/closed). Some offense categories may be
supplemented by additiona information in the record. For example, dong with the charge “assault and
battery with a dangerous weapon,” the specific weapon may beidentified; for drug offenses, the drug may
be specified.

Offenses fal into five generd categories: 1) crimes againgt the person, or “violent crimes’; 2)
property crimes, 3) motor vehicle crimes; 4) drug offenses; and 5) other or “ public order” offenses. Crimes
againg the person include offenses such as assault, assault and battery with adangerous wegpon, robbery,
rape, and violaing arestraining order. Public order offenses include a wide range of offenses, including
ressing arrest, some firearm offenses (possession, carrying), violating probation, disturbing the peace,
liquor offenses, causing afdsefire darm, and failing to license one' s dog.

Restraining Order Database

Since September of 1992, M assachusetts has mai ntained acomputeri zed database of dl restraining
ordersthat is cross-referenced to the CARI database. Because the Registry was not available during the
first 20 months of the study, andyss of restraining order recordsis limited to those cases occurring after
the implementation of the database.

Eachrestraining order record includesthe name of the defendant, the name of the plaintiff, the court
where the order was obtained, the order date, the expiration date of the order, the status of the order
(open/closed), and the provisionsthat were specified as part of theorder. Thereare 13 possible provisions,
for example, “refrain from abuse,” “no contact,” “vacate/stay away from the resdence,” and “custody of
following (children) to plaintiff.”



RESULTS

Statigtica tests were performed on the following analyses, however, due to thesmal samplesize,
most testsdid not reach statistical significance. Resultsfrom statistical testsare reported for only thosetests
that reached at least margind datistica sgnificance.

Overall Criminal History and History of Specific Violent Offenses

The proportions reported are based on charges appearing on the crimina record, regardless of
whether the offender was convicted for the crime. According to preliminary analys's, a least 126 (73.7%)
of dl the perpetrators had been charged with one or more crimina offensesin Massachusetts prior to the
homicide, induding both violent and nonviolent crimes (Table 1). Ninety perpetrators had been charged
with at least one violent crime as an adult, representing more than haf of al the perpetrators in the study
(52.6%0) and 71.4% of perpetrators with aprior crimind history. Only 21.1% of al perpetrators had only
ahistory of nonviolent crime.

The proportion of al perpetrators charged with specific types of violent crimesis shownin Table
2. Fifty-sx perpetrators had been charged with aviolent crime involving aweapon, which tota s one-third
of al perpetrators (32.7%) and amost two-thirds of violent perpetrators (62.2%) (Table 2). Nearly 40%
of adl perpetrators had been charged with assault without aweapon, 32.2% were charged with assault with
awegpon, and 12.9% were charged with making threats. Fewer than 10% of perpetrators were charged
with sex offenses, kidnapping, child abuse, child neglect, prior murder or mandaughter, or saking (Table
2).

Tablel: OVERALL CRIMINAL HISTORY

N=171
Number % of All % of Perpetrators
Perpetrators with Any Criminal
History
Any Prior Criminal History 126 73.7 -
Any Prior Violent Crime! 20 52.6 714
Prior Nonviolent History? 36 211 286

ICharged with at least one violent crime as an adult.
2Charged with only nonviolent crimes as an adult.
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Table2: SPECIFIC VIOLENT OFFENSES

Among All Among Violent
Perpetrators Perpetrators
n=171 n=290

No. % %
Any violent crime with aweapon 56 327 62.2
A ssault without aweapon 67 39.2 744
Assault with aweapon 55 322 611
Threat 2 129 244
Sex Offense 10 59 111
Kidnapping 6 35 6.7
Child abuse 6 35 6.7
Child neglect 3 18 33
[Murder/mansl aughter 3 18 33
Stalking 1 0.6 11

Comparisons of Violent and Nonviolent Offenders

Table 3 shows the number of charges and arraignments of the perpetrators prior to the homicide.
The number of charges refers to each count of a crimina offense that appears on the record. An
arraignment is one court appearance on a single date and often includes more than one charge. Multiple
counts of the same offense on the same date were counted as separate charges but one arraignment. The
number of chargesfor al offendersranged from 1 to 75, with amean of 10.6 (sd 12.5) and median of 5.0
charges. The number of arraignmentsfor dl offenders ranged from 1 to 41, with a mean number of 6.0
(sd 6.5) and median 3.0. Offenders charged with a prior violent offense had a greater number of both
charges and arraignments compared to offenderswith aprior nonviolent history (Table 3). Examining only

vidlent crimes (not shown intable), the number of chargesranged from 1 to 29, with amean of 3.0 (sd 3.8)
and amedian of 2.0 violent crimes.

Table3: CHARGESAND ARRAIGNMENTSBY VIOLENT VS NONVIOLENT CRIMINAL HISTORY

Total Violent! Nonviolent?
n=171 n=90 n=36

Charges®

Mean (sd) 10.6 (12.5) 134 (13.6) 37(38)

Median 50 95 30

Range 1-75 1-75 1-21
Arraignments*

Mean (sd) 6.0 (6.5) 72(7.1) 29(29)

Median 30 50 20
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Range 1-41 1-41 1-16
ICharged with at least one violent crime as an adult.
2Charged with only nonviolent crimes as an adult.
3A chargeis each count of acriminal offense appearing on the record.
Offenders may have more than one charge per arraignment.
4An arraignment is one court appearance.

Nonviolent crimes are divided into four categoriesin the CARI database (Table 4). Among al
perpetrators, 43.9% had been charged with a property crime, 37.4% were charged with a motor
vehicle crime, 17.5% had a prior drug charge, and 42.7% had been charged with a*“ public order”
offense.

Violent offenders were charged with a greater proportion of nonviolent crimes compared to
offenders who had committed only nonviolent crimes. For example, 64.4% of violent offenders,
compared to 47.2% of nonviolent offenders, had been charged with a property crime. This difference
was margindly stetigticaly significant (chi-square, p < .08) (Table 4). The proportion of violent and
nonviolent offenders charged with the specific property crime of trespassing, however, was not different
(17.8% and 16.7%, respectively.) Compared to nonviolent offenders, perpetrators charged with
violent crimes had a somewhat higher proportion of drug offenses (27.3% and 16.7%) and “public
order” offenses (62.2% and 47.2%). The only category in which charges againgt nonviolent offenders
exceeded charges againg violent offenders was motor vehicle offenses (47.8% of violent offenders and
58.3% of nonviolent offenders). A much higher proportion of nonviolent offenders had been charged
with “operating under the influence of liquor” (OUIL) (41.7%, versus 26.7% of violent offenders).

We examined two offenses that could cut across dl crime categories: any offense involving
acohol (excluding OUIL) and any offense involving awegpon (Table 4). Offenses involving acohol
were dightly more common among violent offenders (14.4% compared with 5.6% of nonviolent
offenders). As might be expected, violent offenses were sgnificantly higher anong violent criminds,
with only two weapon offenses recorded among nonviolent criminas (chi-square, p < .001).

Among violent adult offenders, 28.9% had some charge as a juvenile compared to 11.1% of
nonviolent adult offenders (Table 4). Ten percent of adult violent offenders had had a violent charge as
ajuvenile compared to 5.6% of nonviolent offenders.

Table4: PRIOR OFFENSESBY VIOLENT VS. NONVIOLENT CRIMINAL HISTORIES

Total Violent Nonviolent
n=171 n=90 n=236
No. (%) No. (%) No. (%)
Property crime
Any property offense* 75 (439) 53 (64.4) 17 (47.2)
Trespassing 22 (12.9) 16 (17.8) 6 (16.7)
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[Motor Vehicle crimes

Any motor vehicle crime 64 (37.4) 43 (47.8) 21 (58.3)

Operating under the influence of alcohol (OUIL) 39 (22.8) 24 (26.7) 15 (41.7)
Drug offenses

Any drug offense 30 (17.5) 24 (21.3) 6 (16.7)
Other (“Public order™) offenses 73 (42.7) 56 (62.2) 17 (47.2)

Cross category offense

Any offenseinvolving al cohol 15 (8.8) 13 (14.4) 2 (5.6)
(excluding OUIL)
Any offense involving aweapon** 61 (35.7) 59 (65.6) 2 (5.6)

Juvenile Offenses

Any prior juvenile offense 30 (17.5) 26 (28.9) 4 (111
Prior violent juvenile offense 11 (6.4) 9 (10.0) 2 (5.6)
* ¢%,p<.08
** ¢2 p<.001

Examining the dispogtion of prior offenses reveded that nearly haf (48.5%) of al offenders had
been convicted for at least one adult charge, while 39.8% had been on probation and 19.9% had been
incarcerated (Table 5). The proportion of violent offenders on probation (62.2%) was significantly higher
compared to nonviolent offenders (33.3%) (chi-square, p<.01). A sgnificantly higher proportion of violent
offenders had been incarcerated (35.6% vs. 5.6% of nonviolent offenders) (Fisher’s exact < .001).

Table5: DISPOSITION OF PRIOR OFFENSES

Total Violent Nonviolent
n=171 n=90 n=236
No. (%) No. (%) No. (%)
Ever convicted 83 (48.5) 64 (71.1) 19 (52.8)
Ever on probation* 68 (39.8) 56 (62.2) 12 (33.3)
Ever incarcerated** 34 (19.9) 32 (35.6) 2 (5.6)

* ¢ p<.01
** Fisher's exact test, p <.001

Additional Exploratory Analyses

For dl perpetrators, there were no differences in overal crimind history by sex, between
perpetrators who committed suicide versus those who did not, and between perpetrators classfied by the

58



researchteam as” self-defense” cases(violenceinitiated by thevictim) compared to non-self-defense cases.
More detailed analyses of these findings will be conducted.

Restraining Order History

As noted above, restraining orders were recorded in the Registry prospectively beginning in
September 1992. Orders dready in place at the start of the Registry were not recorded; therefore, these
totals are underestimates of the actual number of restraining orders involved in these cases. Results are
reported in Table 6. Among all perpetrators who committed homicides after September 1992, 28.9% had
arestraining order documented inthe Registry of Civil Restraining Orders. In at least 16.5% of these cases,
there was an active restraining order at the time of the homicide, and a documented restraining order
violationon record in a least 11.6% of dl cases (note that the vast mgjority of restraining order violations
are probably never reported or responded to by authorities).

Table6: RESTRAINING ORDER HISTORY*

Total Violent Nonviolent
n=121 n=67 n=24
No. (%) No. (%) No. (%)
Restraining order ever* 35 (28.9) 31 (46.3) 4 (16.7)
Restraining order active at time of homicide** 20 (16.5) 17 (254) 3 (125
Ever violated RO 14 (11.6) 14 (20.9) n/a

1Cases before September 1992 are excluded in this analysis because the Registry
of Civil Restraining Orders was not yet operation.

* ¢, p<.01

** Fisher’'s exact test, p <.05

A sgnificantly higher proportion of violent offenders had ever had a restraining order compared
to nonviolent offenders (46.3% vs. 16.7%) (chi-square, p < .01). A significantly grester number of violent
offenders dso had an active restraining order at the time of the homicide (25.4% vs. 12.5% of nonviolent
offenders) (Fisher's exact p < .05). At least one-fifth (20.9%) of al violent offenders had been charged
withviolation of arestraining order, or 45.2% percent of violent offenderswho had ever had adocumented
order.

Limitations

Thesefiguresmust be cons dered lower bound estimates of theactud criminal and restraining order
higtories of these homicide perpetrators. These records cover Massachusetts only, and do not include
records from other states or countries. Many crimes are never reported and some types of offenders may
be less likely to be charged with crimes, making officiad crimind records an incomplete record of actud
crimind acts.

As noted above, the inability of the Regidry of Civil Restraining Orders to include orders issued
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prior to September of 1992 suggests that this database would take severa months to become a complete
record of al current orders. Also, documented restraining order violations are thought to greetly
underestimate the actud incidence of these violations.

The power of this study to detect Satigtically significant differenceswas greetly limited by itssmdll
sample sze. Few differences achieved datisticad significance, dthough in severd  cases the sze of the
differencesfound (for example, 62.2% of violent offendersvs. 47.2% of nonviolent offenders charged with
public order offenses) gppears to reflect meaningful differences.

The lack of a no-homicide comparison group of domestic violence perpetrators prevents any
conclusons from this study regarding which traits or circumstances may differentidly lead to homicide.
These data were obtained as part of a descriptive study designed to document the extent of intimate
partner-related homicidesin Massachusetts, not an andytic study intended to identify risk factorsfor these
homicides.

DISCUSSION

Despite ther imitations, these data provide useful minimum estimates of the proportion of intimate
partner-related homicide perpetrators with crimina and restraining order histories. Preliminary results
indicate that these perpetrators had extengve prior involvement with the crimina justice system in both
crimind and civil contexts. In particular, asubstantia proportion of offenders had been charged with violent
offenses, and many had restraining orders issued againgt them as well as violations of restraining orders.
These findings contradict common stereotypes of intimate homicide offenders as “regular guys’ (i.e.
nonviolent) who one day suddenly “snap.” Many of these offenders showed aclear propensity for violence
and adisregard for measures designed to keep their partners safe well in advance of the homicide event.

Although darming, the fact that these homicides are often preceded by obvious warning sgns
aso condtitutes abasis for hope. While the difficulty of predicting which perpetrators will commit
homicide based on a set of risk markers has been wel documented, a a minimum these findings point
to a potentia for prevention. The fact thet these offenders are frequently involved with crimina and civil
justice systems suggests that opportunities may exist in these settings for monitoring and intervention
designed to prevent homicides. The capacity to capitaize on these opportunities will require more
refined assessment tools that examine various factors in addition to crimind higtory, for example current
stressors, menta health issues, and perpetrator attitudes towards use of violence and compliance with
laws. Many questions remain, however, and future studies are needed to determine which factors
predict intimate partner-related homicide.

One important use of the information from this study might be to educate personnel in the
crimina justice system about the frequency of crimind and restraining order histories among homicide
perpetrators and to urge them to congider dl of the information they have available to them when
meaking decisions about cases. At minimum, we recommend that judges routinely review the restraining
order and crimind history of defendants when deciding how to hold offenders accountable. In addition,
efforts should be made to refine crimina justice responses to batterers who violate restraining orders.
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LEGAL REACTIONSTO INTIMATE PARTNER HOMICIDE:
A PRELIMINARY LOOK AT THE ROLE OF GENDER AND INTIMACY
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ABSTRACT

Research has documented the importance of the relationship between an offender and higher
victim in examining the homicide event. This paper builds on thiswork by exploring how crimind judtice
outcomes in these cases may vary by type of victim-offender rdationship. This preiminary andyss
demondratesthat it isimportant to disaggregate intimate relationships to examine how homicides
between various intimate partner dyads may lead to different crimind justice outcomes. For example,
usng relationship status and rel ationship state to differentiate among relationship types, my findings
show that offenders who killed estranged partners (in the case of femae homicide victims) or non-
marital intimate partners were treated more punitively throughout the crimind justice process than other
types of offenders.

INTRODUCTION

The socid and legd congruction of intimacy has obvious relevance to the behavior of law. Over
time and across cultures, research has shown that more intimacy means less law (Black, 1976;
Lundsgaarde, 1977; Gottfredson & Gottfredson, 1988; Horwitz, 1990). For example, offenders who
vicimize drangers are often treeted more punitively by the courts than those who victimize family members
or acquaintances. Thus, victim-offender relationship appearsto be an important factor in determining how
an offender istreated at various stages of the crimind justice process. However, our knowledge of therole
played by victim-offender relationship is limited primarily to comparisons across broad categories (i.e.,
intimates and non-intimates), and to andyses that sldom contral for other factors that may affect crimina
justice outcomes.

This paper focuses on one component of alarger research project that examinesthelegd trestment
of oneform of crimind violence -- homicide. While there has been a great deal of research on the role of
victim-offender relaionship in homicides, this work sdldom extends to crimind justice outcomes,
paticularly usng more refined categories to disinguish among different relationship types. Severd
theoretical pergpectives suggest variations may exist in legal responses to violent crime beyond the well-
documented differential outcomes for homicides involving intimates and those involving strangers (Black,
1976; Lundsgaarde, 1977; Horwitz, 1990; Rapaport, 1994). Drawing from thiswork and, in particular,
Black’ s(1976) concept of reationd distance, | examinevariousreationship types, with particular emphasis
onsexud intimatesor intimate partners, to determineif relationshipsthat vary aong a continuum of intimacy
lead to differentid sanctions in homicide cases. Below, | briefly discuss relationa distance and its
connectionto law, and describe the data sources and key variables used in my anayses before moving into
adiscusson of my findings.
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Inhistheory of the behavior of law, Donad Black (1976) definesrdationa distance asthe degree
to which people participate in one another’ slives, and hypothesizes that the closer the relationd distance,
the less severe the pend control. Some measures of reationa distance identified by Black, and later by
Horwitz (1990), who extended this work, are the scope, frequency and length of interactions between
individuas, the age of the relationship; common socid and cultural characteristics; shared interests; and
common linkages to third parties. | derive two concepts from Black’s definition of relationa distance --
relationship status andrelationship state -- to shape my research questions and to act as aframework
within which more refined relationship categories, specificaly among intimate partners, are devel oped.

Relationship status captureswhether sexua intimacy exists between avictim and an offender and,
if S0, whet type of sexud intimecy (i.e. legal spouse, common-law partner or boyfriend/girlfriend dyad).
Among intimate partner relationships, rel ationship statemeasureswhether an offender wasestranged from
the victim at the time of the killing. Using these two concepts, the following research questions were
examined: 1) Do crimind justice outcomes vary when comparing homicide casesinvolving sexud intimates
to cases in which no sexud intimacy exists between offenders and victims (Rdaionship status)? 2) Do
crimind justice outcomes vary by type of intimate partner relationship (Relationship status)? 3) Do crimind
justice outcomes vary depending on whether the intimate partners were estranged at the time of the killing
(Relationship state)?

DATA SOURCES

| use two partially-overlapping data sources. The first data set documents al male and femde
homicides in Toronto, Ontario, between 1974-1990 that were dealt with through the courts (n=778).1
Policefilesarethe primary source of information, and includesvictim, offender, and offence characteridtics,
as well as crimind justice outcomes. The second deta set is derived from a Sudy of intimate femicide in
Ontario, 1974-1994, that documents all cases involving femae homicide victims aged 15 and older (for
more information, see Gartner, Dawson, & Crawford, 1999). Again, only those casesthat were resolved
through the court system arethefocus of analysis (n=321). Similar typesof information areavailableinthis
data set. Officid and unofficid sources of information were used, including coroner’s records, police
investigation files, prosecutors' files, and newspaper articles.

VARIABLES AND MEASURES
| focusonfivekey officid outcomes™: (Y ;) seriousness of the prosecution charge (murder=1); (Y )

guilty plea, rather than a trid (plea=1); (Y ) trid verdict (not guilty=1); (Y,) seriousness of conviction
(murder=1); and, (Y 5) sentenced imposed (2 years plus=1).

! These data are from alarger four-city study by Rosemary Gartner and Bill McCarthy that documents
male and female homicides between 1900-1990 in two Canadian and two U.S. cities.

2 For the purposes of these analyses, al dependent variables are dichotomous. In later analyses, both
polytomous andinterva level variableswill used. Moreover, drawing from Myers(1980), asixth dependent
variable will measure the number of gpplications of law that the defendant experienced, providing amore
generd measure of the amount of crimind law used in a particular case.
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The role of victim-offender relationship, the key independent variable, is examined separately for
each of the above stagesin the crimind justice process.* Of secondary interest is how the sex combination
of the offender and victim may condition the effect of victim-offender relationship on crimind justice
responses to homicide. Thus, | first examine the role of rdationship type including al control variables
except sex. Sex isentered at the second stage of the andlysisto determineif sgnificant relationshipsremain.
Three variables are entered to capture sex combination of the offender and victim (maefemae,
femdemde andfemdefemae). Mademaekillingsact asthereference category. Control variablesinclude
age of the offender (continuous), race of the offender (nonwhite=1), the offender’s employment status
(unemployed=1), the offender’s criminal history (prior record=1), whether the offender was a primary or
secondary player (secondary=1), location of killing (public=1), number of offenders (multiple=1), number
of victims (multiple=1), weagpon used (gun=1), year of killing (continuous).?

MULTIVARIATE FINDINGS

| use logigtic regression to examine the odds of a case resulting in one type of crimind justice
outcome compared to another based on the offender’ s rdationship with the victim, controlling for other
lega and extralegd factors. Below | summarize the results of the multivariate andyses for each research
question.®

The firgt analysis (research question #1) compared crimind justice outcomes for various types of
relaionships using a six-category victim-offender relaionship variable: marita partners® other sexua
intimates,® other family/kin, friends, acquaintances, and strangers (reference category). Relaionship type
was significantly rdlated to four of the five crimind justice outcomes® First, offenders who killed marital
partners or other family members were less likely to be charged with first-degree murder” than cases
involving strangers. Second, cases involving marital and other intimate partners were more likely to be

1 Only those defendants who were at risk of experiencing a particular outcome were included in these
modes. Later analyses will include a control for sample sdection bias.

2 Victim characteristics are not included in these preliminary analyses, but previous research suggests that
such characteridtics, ether solely or in combination with offender characteristics, may be important
predictors of crimind justice outcomes. Thus, victim characteristics will be included in later andlyses.

3 Bivariateand multivariate tables are avail ablefrom the author for al the above andyses, but, dueto limited
gpace, are not included here.

4 This category includes legd spouses and common-law partners.

° ‘Other sexud intimates’ includes boyfriend/girlfriend relationships, initid dating relationships and off/on
relationships.

® When sex was entered into the equation, al significant relationships remained.
" A first-degree murder charge denotes a homicide that is believed to be premeditated and intentional.
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resolved through guilty pleasthan trids compared to casesinvolving strangers. Third, offenderswho killed
marital partnerswerelesslikely to be convicted of murder than offenderswho killed strangers. And, finaly,
offenders who killed family members (not including intimate partners) werelesslikdy to beimprisoned for
2 years or more.

The second part of the analysis (research question #2) examined within-group differences among
sexua intimates, comparing marita partners to other sexud intimates. Results showed that, in the initid
stages of the crimind justice process, there were few differences within the intimate partner category.
Differentid legd responses did exist at the conviction and sentencing stage (i.e. marita killers were less
likdy to be convicted of murder and to be sentenced to more than two years), however, when sex was
entered into the model, the sexud relationship between the offender and victim ceased to be an important
predictor of crimind justiceoutcomes. Thissuggeststhat sexiscorre ated with victim-offender relationship.

One drawback to isolating and disaggregating intimate partner relationshipsisthat thisreducesthe
number of cases available for analysis. To addressthis, | turn to the second data set which offersalarger
number of cases involving intimate partners for a more detailed examination of relationship status and
relationship state. The larger number of cases dlows for comparisons among legally married spouses,
common-law partners and boyfriend/girlfriend reationships. While only femde victims are examined, this
data set is gppropriate given that relationship state measures whether the offender and victim were
edranged a the time of the killing, atype of homicide which is primarily amae phenomenon (Gartner, et
a., 1999; Day & Wilson, 1988).

Usngthisdataset, | find that: 1) those offenderswho killed afemae partner from whom they were
estranged were trested more severdly by the crimind justice system than offenders who killed current
femde partners, regardiess of relationship status; 2) non-marital killers (i.e. boyfriends) were trested more
severdy than maritd killers, regardiess of relationship state; and 3) within the marita category, offenders
who killed common-law partners received the most lenient treetment. These relationships are Sgnificant
at the charging, conviction, and sentencing stages.

DISCUSSION AND CONCLUSIONS

It could be argued that the more lenient treatment of homicides involving marita partners and
inimete partners whose rdaionships were 4ill intact a the time of the killing slems from the role of
premeditation. Traditional domestic homicidesinwhichthekiller, intheprivacy of hisher ownhome, lashes
out a anintimate partner in explosve anger, arethe antithesis of premeditated murder or intentiond killings
(Rapaport, 1994). In contradt, the offender who is estranged from his victim or who is not living with the
vidim (as is generdly the case with non-marital relationships) may more easily be perceived as having
premeditated the crime.

A second explanation of the observed relationships highlights the role of victim provocation or
vicim precipitation (see Wolfgang, 1958) in the crimind justice process. While victim provocation is never

1 Only the results from main effects models are presented here. Later andlyseswill include interactions for
victim-offender relationship and sex.
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a sufficient legd basis for dismissa in cases of violent crime, it can lead to charge reduction and,
consequently, shorter terms of imprisonment. For example, in order to secure a second-degree murder
conviction, the prosecution must prove that the defendant killed the victim with maice aforethought, that
is, that the victim was not injured in the heat of passon arisng from adequate provocation. If the
prosecution proves that the offender killed in the heet of passion, the offender can be convicted only of
mandaughter. As stated above, traditiona domestic homicides, or killings among intimates who are ill
living together, are generdly assumed to involve provocation or some degree of victim precipitation that
may preclude amurder conviction.

These two explanations are not mutualy exclusive. In fact, they areinterrelated because they both
rely on common assumptions about intimacy and violent crime. That is, intimate violence is assumed to be
predominantly expressive, committed by offenders who are out of control, and responding to some type
of provocation (Rapaport, 1994). However, it gppears that such assumptions may not extend to non-
maritd intimate partner homicides or killings by an estranged partner. Thedigtinguishing factor may bethe
existence (or lack thereof) of cohabitation. That is, when intimate partners live together, it may be easier
to perceive violent crimes as expressve or “crimes of passon.” Sysemdtic assessment of these
explanations is not possible here, but future andyses will attempt to explore common sense assumptions
about interpersond violence and how such assumptions are used to congtruct crimes of interpersond
violence within the crimind judtice sysem.
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ABSTRACT

Y ounger women, relative to older women, incur eevated risk of uxoricide. Some evolutionary
theorigtsattributethis pattern to men'sevol ved sexuad proprietariness. Other evolutionary theoristspropose
an evolved homicide module for wife killing. An dternative to both explanations is that young women
experience elevated uxoricide risk as a byproduct of marriage to younger men, who commit most acts of
violence. We used 13,670 uxoricides to test these explanations. Findings show that (1) reproductive age
women incur elevated risk of uxoricide (2) younger men are over-represented among uxoricide
perpetrators; and (3) younger women, even when married to older men, still incur excessrisk of uxoricide.
Discusson examines competing explanations for uxoricide in light of these findings.

WIFE-KILLING AND WOMEN'S REPRODUCTIVE STATUS

According to the reports of battered wives, battering husbands, and friends and family of both
parties, physcd violence is a punishment inflicted by husbands on wives they suspect of sexud infiddity
(Ddy & Wilson, 1988; Dobash & Dobash, 1979). Mae sexua jealousy or "mae sexua proprietariness’
is the most common cause of wife battery, cross-culturdly (Day & Wilson, 1988). Men worldwidethink,
fed, and act as if their wife is their exclusve sexud property. Sexud intercourse with another man,
according to Daly and Wilson (1988), is treated by her husband as a property violation, demanding
retribution and repayment for damages. Legd systems across cultures sometimes codify mae sexud
proprietariness, usng phrasngsfor femaeinfiddity that are Smilar to phrasingsused for property violations
(Ddy, Wilson, & Weghorg, 1982; Wilson & Daly, 1987).

The fact that men attempt to control their spouses using a variety of tactics (Buss, 1988; Buss &
Shackeford, 1997) suggests a conflict of interest between the sexes. According to some evolutionary
arguments, women have evolved sexud drategies, such asthe desire to control their own sexudity, that
are at odds with the strategies of their partners. One femae Strategy, for example, isto secure investment
and commitment from one man while securing better genes from another man (Gangestad, 1993; Smith,
1984). The conflicts between the sexesthat ensue can be called forms of "Strategic interference,” because
the woman's strategy cannot be successfully enacted without interfering with the man's strategy, and vice-
versa (Buss, 1989).

According to Day and Wilson (1988), Dickemann (1981), Buss (1988), and others, men have

evolved severd drategies designed to deter their goouses from committing adultery, ranging from vigilance
to violence. At themost abgiract level, men can control their wivesby conferring benefits, by inflicting costs,
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or both. Not al men possess resources that might be used to confer benefits, and so these men are
predicted to be especidly prone to using violence, or the threat of violence, to control their partner's
sexudity.

According to Daly and Wilson (1988), there is brinksmanship in using violence, and sometimesit
dipsover theedge: "Men...sriveto control women...women struggleto resist coercion and to maintaintheir
choices. Thereisbrinksmanship and risk of disaster in any such contest, and homicides by spousesof either
sex may be considered dipsin this dangerous game” (p. 205). More recently, they note that "...the fatal
outcome in [spouse killingg] is hypothesized to be an epiphenomend product of psychologica processes
that were selected for their nonlethal outcomes' (Wilson, Daly, & Danidle, 1995, p. 287). According to
this argument, spousa homicide per seis not an adaptation, not a designed outcome, and does not imply
that the killing of one's spouse ever was adaptive. Ingtead, homicide is an unintended outcome of the use
of violence designed for control and deterrence, not designed for degth.

An dternative evolutionary theory proposes that men have evolved specific homicide modules,
including a spousal homicide module (Buss & Duntley, 1998). According to this theory, there have been
some higtorica circumstances in which killing an unfaithful spouse, or one who has defected from the
relaionship, might have been adaptive. An infiddity by the wife might cause a man to devote 20 or more
years of effort to another man's children, and the public discovery would inflict substantia reputationa
damage on him. Because evolution by selection operates on arelaive metric, one man'sloss of awifeis
anintrasexua compstitor'sgain. According to Evolved Homicide Module Theory, dthough someinstances
of wifekilling may be"dips’ or "epiphenomena,” mogt areintentiona and designed products of theevolved
homicide mechanisms.

The finding that younger wives tend to be killed more often than older wives poses a puzzle,
epecidly for the "dip-up” theory of coercive control. Why would men be more inclined to kill younger
women, since such women are higher infertility and reproductive va ue than are older women? Thisfinding
is especidly puzzling, on the Day and Wilson (1988) dip-up theory, in that it defiestheway inwhich men
treat dl other forms of "property.” Men are not more likely to "destroy” anew, expensive car than an old,
chesp car, sowhy would "malesexud proprietariness’ lead mentokill younger wivesmore often than ol der
wives? Daly and Wilson (1988, p. 206) offer the following explanation: "We proposethat...men are most
jedlous of the youngest women [presumably because of their high reproductive vaue] and are therefore
most inclined to behave coercively toward such wives... Paradoxicaly, the high homicide risk incurred by
young wivesisindicative not of their low worth from the mae perspective, but of precisdly the opposite.”

Evolved HomicideModule Theory offersadifferent explanation (Buss& Duntley, 1998). Y ounger
womenarekilled more often than ol der women because the damage to the husbhand inflicted by an infidelity
or defection is commensurately greater and homicide is one way to reduce the damage. When an older
womanof low reproductive val ue defectsto arivd, little may belost inthe currency of reproduction. When
ayounger women defects to ariva, the husband's loss is compounded by the tremendous bonus that the
rivd gans Thus, the greater risk of uxoricide experienced by younger women is consstent with Evolved
Homicide Module Theory.
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Both of these competing evolutionary theories may be chalenged by a third explanation, which
suggests that younger women incur greater risk of uxoricide not because they are so reproductively
vauable, but rather asan incidental byproduct of the fact that young women happen to be married to young
men. It iswell known, for example, that young men between the ages of 16 and 24 commit the mgority
of acts of aggresson, including homicide (Wilson & Ddy, 1985). So it might be that the grester risk that
young wives incur has nothing to do with their own age per se, but is a byproduct of atendency of young
mento use violence in generd, combined with assortative mating for age which places young women into
close proximity with dangerousyoung men. A key method for adjudicating among these competing theories
is to determine whether the uxoricide rate for reproductive age women is greater than the uxoricide rate
for post-reproductive agewomen, even after controlling for husband'sage. Thisquestion can be addressed
by comparing the uxoricide rate of reproductive age women with the uxoricide rate of post-reproductive
age women acrosstwo groups. onein which the husband is older and onein which the husband isyounger.
If the uxoriciderate for reproductive age women ishigher than the uxoricide rate for post-reproductive age
women among those women married to older husbands, this would provide strong evidence that
reproductive age women arethe specid targets of uxoricide, and that thistargeting is not attributable to the
relatively youthful age of their husbands. Thiswas the primary god of the study.

METHODS
Database

The United States Federa Bureau of Investigation (FBI) requests information from esch state on
crimind homicides. Supplementary Homicide Reports (SHRs) includeincident-level dataon every reported
homicide, including the relationship of the victim to the offender, and the ages of the victim and offender.
The database analyzed for the present project includes SHRs for the years 1976-1994 (Fox, 1996),
providing information on 429,729 homicides. Uxoricide rates were caculated according to relevant
popul ation estimates provided by the United States Census (available from the first author upon request).

Procedures

Of the over 400,000 cases of homicide included in the database, 13,670 were cases in which a
man killed the woman to whom he was legdly married. All andyses were restricted to these cases (one
case was omitted due to probable coding error: A three-year-old wife was murdered by her 31-year-old
hushand. Because of the large number of cases, the results do not change when this case is omitted). The
average age of uxoricide victims was 39.4 years (SD = 15.4 years), ranging from 15 to 95 years. The
average age of uxoricide perpetrators was 43.3 years (SD = 15.7 years), ranging from 16 to at least 98
years (ages 98 and older were coded in the database as 98 years; three such cases were coded for men).

RESULTS
Figure 1 shows uxoricides per million married women per annum as a function of the age of the
murdered wife. The uxoriciderateis highest for teenage women who have the greatest reproductive value,

as has been found in smdler samples (Ddy & Wilson, 1988). The uxoricide rate for teenage women is
about two times greater than that for women aged 20 to 24 years. The uxoricide rate for women 20to 24
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years is about 1.5 times greater than that for women aged 25 to 29 years. The clear trend is for the
uxoriciderateto decrease with the reproductive val ue of the woman. Older, post-reproductive agewomen
arekilled by their husbands a much lower rates than are younger, reproductive age women. This trend
shows adight reversa at the oldest age category, for women who are 85 or older, afinding aso reported
by others and possibly reflecting "mercy killings' of wives with termind illnesses.

We next investigated whether younger men were over-represented among uxoricide perpetrators.
Figure 2 shows uxoricides per million married men per annum as a function of the age of the uxoricidd
husband. Consstent with previous work, relatively younger meninflict uxoricide at greater rates than do
relatively older men. The highest uxoricide rate is for men in their early 20s. Pardlding the uxoricide
victimizationratesfor women, the clear trend in uxoricide perpetration ratesfor menisadecrease with age,
from the early 20s to the early 80s. Also consistent with previous work, the uxoricide rate appears to
increase suddenly for men who are 85 years and older.

We next conducted atest to discover whether women married to much older men incur elevated
risk of uxoricide. To facilitate future work on the relationship between uxoricide rate and spousa age
discrepancy, we constructed Table 1. As far as we know, no previous work has presented detailed
information about uxoricide rate as a function of the age discrepancy between spouses. For the present
project, our interest was in comparing the uxoricide rates of women married to ratively older men with
the uxoricide rates of women married to same-age men and relaively younger men. Women at the grestest
risk of getting killed are under the age of 25 and married to men between 45 and 54 years (95.9 uxoricides
per million per annum). Women who are toward the end of their reproductive years, between the ages of
35 and 44, and married to men in the 45 to 54 age bracket, incur only one-seventh therisk of being killed,
with an annud rate of 13.6. Other age pairings show Smilar trends.
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FIGURE 1. UXORICIDESPER MILLION MARRIED WOMEN PER ANNUM ASA
FUNCTION OF AGE OF MURDERED WIFE.
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FIGURE 2. UXORICIDESPER MILLION MARRIED MEN PER ANNUM AS A
FUNCTION OF AGE OF UXORICIDAL HUSBAND.

Uxoricides per million married men per annum
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TABLE 1. UXORICIDESPER MILLION MARRIED COUPLES PER ANNUM, BY
HUSBAND'SAGE AND WIFE'SAGE.

Wife's
Husband <25 25-34 35-44 45-54 55-64 65-74 75-84 85+
<25 41.88 34.05 62.27 3364 N/A  N/A 10.00 N/A
25-34 39.75 18.27 18.38 39.04 33.64 10.00 N/A N/A
35-44 81.23 2317 9.73 10.10 26.32 22.00 10.00 N/A
45-54 95.91 63.68 13.64 6.49 1142 1947 16.25 N/A
55-64 61.82 61.48 29.08 1155 6.26 1357 13.13 N/A
65-74 22.00 48.18 49.07 1280 790 7.21 1599 1455
75-84 N/A 2200 1313 1313 1464 733 925 1944
85+ N/A- 000 N/A 1455 N/A 20.83 15.81 24.15

Note. N/A = Population estimate of zero; therefore, uxoricide rate could not be computed.

Figure 3 is congructed from the datain Table 1 and shows uxoricides per million married couples
per annum as afunction of spousa age difference, in categories. Inthisfigure, "1" indicates a one category
difference between the age of a husband and the age of hiswife, "2" indicates a two-category difference,
and so on. Pogtivevauesrefer to categorica differencesin which ahusband isolder than hiswife, whereas
negdtive vauesrefer to categorica differencesin which awifeisolder than her husband. "0" refersto cases
in which the husband and wife are in the same age category. The age categories are as follows, in years:
< 25, 25-34, 35-44, 45-54, 55-64, 65-74, 75-84, 85 and older. Figure 3 showsthat uxoricide rates for
womenmarried to relatively older men are higher than uxoricide ratesfor women married to same age men
and relatively younger men. The uxoricide rate for women married to men who are older by three age
categoriesis dmog four times higher than the uxoricide rate for women married to same age men, and
amog three times higher thanthe uxoricide rate for women married to men who are younger by three age
categories.
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FIGURE 3. UXORICIDESPER MILLION MARRIED COUPLES PER ANNUM ASA
FUNCTION OF SPOUSAL AGE DIFFERENCE, IN CATEGORIES.
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FIGURE 4. UXORICIDESPER MILLION COUPLES PER ANNUM ASA FUNCTION OF
HUSBAND'SAGE AND WIFE'SREPRODUCTIVE STATUS.

A critical test of the hypothesis that reproductive age women are at specid risk of uxoricide isto
compare the uxoricide rates for reproductive age women and post-reproductive age women across two
groups: women married to younger men and women married to older men. If reproductive agewomen are
gpecid targets of mae sexud proprietariness, then reproductive age women should be murdered by their
husbands at a higher rate than post-reproductive age women, and this should be true for women married
to younger men and women married to older men. Thisis precisdy what Figure 4 reveds.

Figure 4 is congructed from the data in Table 1 and shows uxoricides per million couples per
annumasafunction of husband'sage and hiswifesreproductive status. The uxoricide ratefor reproductive
age women (younger than 45 years) is higher than the uxoricide rate for post-reproductive age women (45
years and older) for marriages to younger men and for marriages to older men. Among women married to
younger men, reproductive age women are killed at 1.5 times the rate of post-reproductive age women.
Among women married to older men, reproductive age women are killed a 3.5 times the rate of post-
reproductive age women. These rate differentias across husband age categories provide strong evidence
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that reproductive age women are specid targets of uxoricide and that this excessrisk isnot attributable to
their husband's age.

DISCUSSION

Usng a sample of nearly a haf million homicides, we sdected for andyss the 13,670 cases in
whichaman killed the woman to whom hewas legdly married. We documented that (1) reproductive age
women incur excess risk of uxoricide; (2) relatively younger men are over-represented among uxoricide
perpetrators; and (3) women married to much older men incur excess risk of uxoricide. These findings
replicatewith amuch larger samplethefindingsof Day and Wilson (1988), which werebased on Canadian
homicides.

A key contribution of the present research is anove test of the hypothesis that reproductive age
women incur excess uxoricide risk that is not soldly atributable to their husband's age. Because rdatively
young, reproductive age women tend to be married to relatively young men, and because younger men are
over-represented among homicide perpetrators in generd, the eevated risk of uxoricide incurred by
reproductive age women could be atributable to marriage to men who are over-represented among
homicide perpetrators. We compared the uxoricide rate of reproductive agewomen with theuxoriciderate
of post-reproductive age women across two groups. women married to younger men and women married
to older men. Across both groups, the uxoricide rate for reproductive age women was higher than the
uxoricideratefor post-reproductive age women. Reproductive agewomen are special targetsof uxoricide,
and this specid targeting cannot be attributed soldly to marriage to reatively youthful men.

The current findings in principle are compatible with both evolutionary theories of wife killing--the
"dip-up" theory, which suggests that young women dicit more jedousy and more intense mae fedings of
sexud proprietariness(Day & Wilson, 1988), and Evolved Homicide M odule Theory, which suggeststhat
most wife killings are intentiona and designed (Buss& Duntley, 1998). Nonetheless, we note that dip-up
theory, which proposes amale psychology that trests women as "property,” strains credulity in that men
typicaly do not destroy other forms of vauable "property” that they "own." To the contrary, men go to
great lengths to protect the property they own, and the more vauable the property, the more effort they
expend to protect it. The fact that men kill wiveswho are most reproductively vauable directly contradicts
the view that men treat such women as prized property. In contrad, it is precisay what is predicted by
Evolved Homicide Module Theory, because aspousg'sinfiddity or outright defection from therelationship
condtitutes the double-selective effect of one's own loss being an intrasexud riva's gain. Future tests must
be conducted that more directly pit the competing evolutionary theories of mate killings againgt each other,
with the above qudificationsin mind.

Two additiond findings are worthy of comment--the increase in the uxoricide victimization of
women age 85 and older and corresponding perpetrator rates in the oldest age category (85 years and
older). These wife killings may represent "mercy killings' in which an dderly man killsasick, dderly wife
who is suffering in her last weeks or months of life. If uxoricides in this oldest age category are "mercy
killings™ we might expect the murder to occur by the most painless methods, such as lethd injection or
gassng, rather than by more painful methods such as bludgeoning that accompany the rage and anger
typicd of homicidesof younger wiveswho defect or are suspected of infidelity (see Day & Wilson, 1988).
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Future work can profitably address uxoricidesin this oldest age group, particularly given the backdrop of
an aging Western population.

Wife killing is an ahorrent crime, but not dl wives are a equa risk of being killed. Identifying a
risk factor associated with the victims—-in this case the age of the wife, and of the perpetrators--young men
married to young women and older men married to younger women, represents a first step toward
developing atheory of homicide with tangible practica implicationsfor intervention. Future research could
profitably explore other risk factors, as well as safety factors that might lower a woman's risk of being
killed. The presence of extended kin of thewoman, for example, might deter husbandswho are otherwise
enraged about a wife's infidelity or defection. In this sense, the current study represents one smdl step
toward understanding the baffling phenomenon of uxoricide.
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DISCUSSION

Vanessa L eggett: Judy, why was there only one proxy used in Houston but two in Chicago?
Judy McFarlane: They were different sudies. Chicago isin two studies.

Vanessa L eggett: How could you control for the bias involved with just one proxy?

Judy McFarlane: We vdidated againg officid gatidtics. It'sided to have corroboration.
Cheryl Maxson: Could you address the criteriafor rdiagbility of your proxies?

Becky Block: Itisimperativeto have multiple proxies. If you can only use one, then focus on the hierarchy
of proxies.

Gail Walker: Also, in femde offender casesin particular, it is necessary to validate proxy against proxy.
Dougie Eckberg: How did you handle multiple proxies when there were conflicts in accounts?
Gail Walker: There weren't many discrepancies -- mostly just filling in gaps.

Judy McFarlane: In the attempted murder study, this was done by getting the victim to gppoint aproxy.
The proxy would get the same interview as the victim.

Orest Fedorowycz What about privacy issues?

Judy McFarlane: Everything isdl right aslong as you represent why you want the information, and you
assure confidentidity.

Becky Block: The law was never broken.

Dick Block: Myrna, how frequently is plea bargaining used in Canada?
Myrna Dawson: It's used extengvely.

Dick Block: And how does sentencing work?

Myrna Dawson: Sentencing for 2-plus yearsisin the Federd system; lessthan 2 yearsin the provincid
systems.

Dougie Eckberg: In South Caroling, the husband is dways convicted while the wife never is. Have you
disaggregated the datato seeif thisisthe case in Canada?
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Myrna Dawson: | ill haveto look at the interaction effects.

Mary Beth Emmerichs: Todd, why not think of women not as prized property, but vessalsfor producing
children who will inherit property, araiond act?

Todd Shackelford: I'm not committed to either theory. | agree that most killings are not accidentd;
intentiond isthe way to look at it.

Vance M cL aughlin: With middle-aged couples, murder hasmoreafinancia maotive. If you takethose out,
the biosocia ideas might be stronger.

Todd Shackeford: I'd like to pursue that.

Jay Corzine: Y ou can't maketheassumption that al killingsare motivated by sexud jedlousy. I’ m dubious
about your age categories.

Todd Shackelford: Day and Wilson did this. The age categories are the way the data came from the
SHRs.

Der ek Paulsen: Isthere any reason that the research used married couples only?
Todd Shackelford: To keep it smple. We re working on adding non-married couples.
Paul Blackman: Would the SHR data alow detection of “old-foggiecide’?

Todd Shackdford: If you mean being shot 1 time rather than 19, no.

Dallas Drake: lan'tit true that young maes are more vitd and likely to act out? Have you considered
homaosexuds? It looks different if you turn it upside down.

Todd Shackdford: Thereisadefinite bias toward heterosexuds. We haven't looked at it.

Lois Mock: Assertions of independence by younger women lead to a much greeter risk at separation.
Could that be an dternate explanation?

Todd Shackelford: That is not incongstent with the data

Roland Chilton: Isthere any evidence that the offenders are thinking in reproductive terms?
Todd Shackelford: None whatsoever.

Jay Corzine: Was the assumption that al wife murders were due to sexud jedousy?

Todd Shackdford: Yes.
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Jay Corzine: When verbd explanations conflict with psychologica unconscious motives, why are you
assuming the nonverba explanation?

Todd Shackdford: | wouldn't attribute every response to sexua jedousy.

TomMarvell: Do classdifferencesplay alarge part inthis? After al, early age and age difference are both
more common to the lower class.

Todd Shackeford: Socioeconomic atusis a predictor of reported battering and killing.

Dwayne Smith: Day and Wilson point out that |ossismediated by the ability to replace; dcohol aso plays
arole, so intoxicated men will destroy their property (dip-up theory).

Todd Shackeford: That isanimportant variable to include.
Dick Block: How about pregnancy as giving an evolutionary perspective to wife killing?
Todd Shackdford: Wewould liketo look at various clues to paternity certainty.

Jason Van Court: Another varidble might be the number of children; the more children, the less
reproductive vaue women would have.

Todd Shackdford: That's an excdlent idea.

Vicki Brewer: How have you considered the issue of stepchildren? WWomen are at amuch greater risk of
femicideif they have children who don't belong to their current man.

Becky Block: Race breakdowns in our Chicago data showed differencesin age distribution.
Todd Shackelford: Middle-aged women are at grester risk according to Daly and Wilson.
Becky Block: Myrna, how was estrangement defined?

Myrna Dawson: In Toronto, police specify the relationship. In Ontario, more sourcesareinvolved if they
were not living together.

Becky Block: I'd recommend looking at the severity of punishment to take into account that less severe
cases were aready weeded out. It changes the base rate.

Myrna Dawson: There were very few cases where charges were not laid.

Ann Lee: I'd advise thinking about cohort effects. Women in 1976 differ from women today. Y ou might
breek this down into small-time series.
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Todd Shackdford: Another excdlent idea.
Roland Chilton: Is your theory based on mae-dominated society?
Todd Shackdford: Yes.

Roland Chilton: | suggest that the reeson women aren't killing men is that the vaue of men doean't fdl.
You can't back this up empiricaly.

Chris Rasche: If you used this mode, then men's vaue to women is not in reproduction but protection.
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PRIOR INVOLVEMENT WITH DRUGS, ILLEGAL ACTIVITIES, GROUPS,
AND GUNSAMONG A SAMPLE OF YOUNG HOMICIDE OFFENDERS!
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ABSTRACT

The number of homicidesinvolving young offenders remains a concern. While research about the
prior experiences of young homicide offenders with drugs, illega activities, groups, and guns has been
conducted, that research does not clearly distinguish the young offenders in terms of those experiences
relative to the characteristics of the homicide event. Based on findings from astudy of youth in custody in
New York State for violent offenses -- Learning About Violence and Drugs among Adolescents
(LAVIDA) -- what isdescribed isthe prior experience of asample of young homicide offenders compared
to other young violent offenderswith drugs, illegd activities, groups, and guns. Also provided are Setidtical
summaries of their involvement in prior drug use and trafficking, prior participation in illegd activity, and
prior involvement with peer groupsand guns. Then acomparative andysisis performed onthosewho were
incarcerated for homicideintermsof variablessuch asvictim/offender rel ationship, drug involvement, victim
precipitation, and type of wegpon used.

INTRODUCTION

Dataavailablefor the assessment of the nature and extent of violence by young peopledo provide
some information, but dl data have limitations. There are self-report studies, such as the Nationd Y outh
Survey (Elliott, 1994; Elliott, Huizinga, & Ageton, 1985; Elliott, Huizinga, & Menard, 1989) and the
Nationa Crime Victimization Survey (Bureau of Justice Statistics, 1994; Rand, 1998). These are limited
by the size and characteristics of their samples, however, and typicaly do not provide sufficient information
for analyses of serious offending (Snyder & Sickmund, 1995). There aredso officia gatigtics, such at the
Uniform Crime Reports (Federd Bureau of Investigation, 1998). But these are limited in that they provide

The research on which this paper is based was conducted through Nationa Development and
Research Ingtitutes, Inc. (NDRI), and funded by a grant from the Nationd Ingtitute on Drug Abuse
(NIDA). For their cooperation wethank the New Y ork State Office of Child and Family Servicesin New
York State. While this study was supported by these agencies, opinions and points of view expressed
herein are those of the authors, and neither reflect nor represent the positions or policies of any public or
private agency.
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informationonly about cases brought to the attention of the justice system, are aggregated, and are subject
to multipleinterpretations (Snyder & Sickmund, 1995). Evenwith theselimitations, prominent scholarsand
policy makers have argued that, during the 1990s, violence by young people has been increasing in
magnitude and severity (eg., Allen-Hagen, Sickmund, & Snyder, 1994; Blumstein, 1995; Coordinating
Council on Juvenile Jugtice and Ddlinquency Prevention, 1996; Elliott, 1994; Roth, 1994; Snyder, 1994;
Snyder & Sickmund, 1995).

Particular attention has been focused on understanding and explaining the growing involvement of
youthin lethal violence (Busch et d., 1990; Corndl, 1993; Heide, 1996; Mamaquist, 1990). This paper
examines prior experience data from interviews with 414 youth incarcerated in New York for violent
offending. For homicide offendersin particular, prior experiences of the offenders and the characterigtics
of the homicide events (e.g., victim-offender relationship) are considered.

LAVIDA: SAMPLE AND DATA COLLECTION

This paper is based on findings from a study of youth in custody in New Y ork State for violent
offending. Learning About Violence and Drugs Among Adolescents (LAVIDA) was funded by the
Nationd Ingtitute on Drug Abuse (NIDA) and conducted through Nationa Development and Research
Ingtitutes, Inc. (NDRI). The respondents -- selected from youth ages 12 to 21 who were in the care and
custody of the New York State Divison for Y outh during the period of data collection (1995-1996) --
were remanded to custodid status for one of four offenses: homicide (n=83), robbery (n=145), assault
(n=115), or sexual assault (n=71). Each respondent was asked questions about hisor her prior involvement
withdrug use or drug trafficking, and with other crime and violence; the functioning of hisor her family and
community of origin; hisor her rdationshipswith peers, including any gang involvement; hisor her exposure
to violence, asvictim, offender, or witness, the extent to which he or she had available, used, or owned any
guns, and so on. Indl, 414 interviews were completed.

HOMICIDE AND OTHER OFFENDERS: PRIOR INVOLVEMENT
WITH DRUGS, ILLEGAL ACTIVITY, GROUPS, AND GUNS

First addressed was whether the youth incarcerated for homicide were digtinctive in terms of their
prior involvement with drugs, illegd activity, groups, and guns. Self-reported prior experience homicide
offendersinthe samplewere compared to thoseincarcerated for robbery, assault, and sexud assault. Table
1 showsthe prior experience of respondentsintermsof drug useand drug-trafficking. Intermsof drug use,
for these respondents thereislittle if any difference between the homicide offenders and those who were
in custody for other violent offenses. In dl cases, most of them had tried dcohol and marijuana. Very few
had ever tried crack, cocaine, or heroin. In terms of prior experience in the drug business, those youth
incarcerated for assault most often said they had ever participated in dedling drugs (70%). However, dmost
asmany of the young homicide and robbery offenders said they had ever participated in drug-dealing (61%
and 60%). In contrast, fewer than haf of thosein custody for sexua assault said they had ever dedlt drugs.

TABLE 1. PRIOR DRUG USE AND TRAFFICKING
All Respondents (N=414)
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Homicide Robbery Assault Sexual Assault
n=83 n=145 n=115 n=7/1
n % n % n % n %

Fver tried 65 78 113 78 93 81 51 72
plcohol
Fver tried 62 75 123 85 101 88 43 61
marijuana
Fver tried 0 0 0 0 1 1 1 1
Crack
Fver tried 4 5 9 6 9 8 2 3
powder cocaine
Fver tried heroin 0 0 0 0 2 2 0 0
Fver involved in 50 60 89 61 80 70 33 46
[rug-dealing

Intermsof prior involvement withillegd activity, property-offending wasdistinguished from person-
offending. Table 2 shows that only about one-third of all categories of youth had ever participated in
damaging property or stealing property. To the extent that there was adifference, robbery offenderswere
most likely, and sex offenders were least likely, to have said that they stole property. Proportions were
gamilar in terms of person-offending. Since dl of the youth in the sample were incarcerated for violent
offending, it was expected that they would have prior experience committing violent acts against other
people. Thiswas true for al categories of respondents. Mogt of the respondentsin al categories said they
had ever thrown objects a others and had ever hit others to hurt them. In terms of ever having used a
weapon or force to get something from another person, a dightly greater proportion of youth in custody
for homicidethan youth incarcerated for assault said they had ever done so. Given that robbery necessarily
involves the use of force, it was not surprising that an even greater proportion of youth in custody for
robbery said they had ever used a weapon or force to get something. Only about one-third of those
incarcerated for sexud offending said they had done so.
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TABLE 2. PRIOR INVOLVEMENT IN ILLEGAL ACTIVITY
All Respondents (N=414)

Homicide Robbery Assault Sexual Assault
n=83 n=145 n=115 n=71
n % n % n % n %

Selected Property Offenses
Fver purposely 63 76 104 72 91 79 52 73
amage propty
Fver steal 49 59 107 74 71 62 46 64
55-$100

Fver steal more 54 65 109 75 74 64 33 46
than $100

Fver thrown 69 83 110 76 90 78 44 62
pbj ects, etc.

Fver hit someone| 73 88 118 81 98 85 50 70
to hurt them

Fver useweapon| 52 63 116 80 56 49 25 35
DI

Forceto get
something

Fver attack 57 69 77 53 74 64 30 42
someoneto hurt
them

Respondents were asked about their prior participation as a member of a group of their peers.
Compared to al other categoriesof respondents, Table 3 showsthat theyouth in custody for homicideless
oftensaid they had ever participated in agroup. Still, more than 60% said they had done so. And of those
who said they had, the things that the homicide offenders had done as part of a group were not very
different from the things the other youngsters had done. About haf of the respondents incarcerated for
homicide who said they had ever been amember of agroup said they had participated in agroup that had
their own location. Y outh in custody for other violent offenses said the same thing. And they were aslikely
or morelikely than most othersto have participated in groupsthat did violent things together, sold and used
drugs together, and used weapons.

While it appears that the youth incarcerated for homicide were not particularly distinctivein terms
of prior participation indrug use, drug-dealing, illegal property- or person-offending, and prior participation
in groups, Table 4 shows that they were somewhat different in terms of their prior involvement with guns.
Compared to youth in custody for robbery, assault, or sexua assault, those youth incarcerated for homicide
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more often said that they had & some point owned agun. Similarly, they more often said they had ever used
a gun. However, the proportion of youth in custody for robbery that said they had ever used a gun was
amost as great. Almost 9 of every 10 incarcerated for homicide said they had ever used agun compared
to amogt 8 of every 10 in custody for robbery.

TABLE 3. PRIOR INVOLVEMENT WITH GROUPS

All Respondents (N=414)

Homicide Robbery Assault Sexual Assault
n=83 n=145 n=115 n=71
n % n % n % n %

Fver participated] 51 61 107 74 85 74 48 68
n agroup

Of those who had ever participated in a group (n=291)

(Group had its 27 53 47 44 47 55 21 44
pwn location

(Group did violent] 45 88 90 84 70 82 37 77
Fhings together

Group used 45 88 91 85 81 95 38 79
[rugs together

(Group sold drugs| 34 67 68 64 60 71 26 54
fogether

(Group used 44 86 94 88 72 85 36 75
lveapons
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TABLE 4. PRIOR INVOLVEMENT WITH GUNS
All Respondents (N=414)

Homicide Robbery Assault Sexual Assault
N=83 n=145 n=115 n=71
n % n % n % n %
Fver had your 64 77 97 67 58 50 31 44
pWn gun
Ever used agun 72 87 115 79 69 60 42 59

In Tables 1 to 4, a comparison was made between youth incarcerated for homicide to youth in
custody for other types of violent offending in terms of their prior experience. A few areas showed
differences, but nothing to suggest that young homicide offenders are a didtinctive type of young violent
offender relative to prior experience with drugs, illega activity, groups, and guns.

In Table 5, youth incarcerated for homicide is compared to youth in custody for other types of
violent offending in terms of the characteristics of the violent event that resulted in their being placed in
custody. Differences herewere more apparent. Homicide offenders by their own account were most likely
to have used an impersond wegpon (amost dwaysagun). Thisincluded more than two-thirds of homicide
offenders compared to more than half of robbery offenders, about one-sixth of assault offenders, and
amog none of the sex offenders. Only robbery offenders said their victim was most likely to have been a
stranger (72%), and fewer than haf the homicide offenders said they had killed someone they did not
know; assault and sexud assault offenders most often said their victim was someone they knew. Morethan
any other type of offender, those incarcerated for assault said their victim had done something to bring on
the assaullt (79%), though more than two-thirds of the homicide offenders said the samething. Robbery and
sexud-assault offenders rarely blamed their victimsfor their own victimization. Very few of the youth sad
the violent event that resulted in their being placed in custody wasrelated to drugs. The proportion that said
drugs had played arole was very smilar for homicide, robbery, and assault offenders.

Thus, intermsof the characteristics of theviolent event that resulted in their being placed in custody,
the youth incarcerated for homicide stood out -- asto their choice of weapon -- from most others, interms
of victim precipitation. Because of aninitid interest in the prior experience of the youth, consideration was
next given exclusively to prior experience of homicide offenders rdative to the characteristics of the event.
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TABLE 5. EVENT CHARACTERISTICSBY OFFENSE TYPE
All Respondents (N=414)*
Homicide Robbery Assault Sexual Assault
n=83 n=145 n=115 n=71
n % n % n % n %
Used weapon, 56 69 76 56 19 17 2 3
and it was an
mper sonal
veapon
Victim was a 36 46 55 71 25 28 7 12
Stranger to
pffender
Respondent 52 69 37 30 82 78 12 21
called the event
Victim
pr ecipitated
Fvent was drug- 31 37 52 36 36 31 9 13
Felated in some
vay

* Nsrange from 168 to 414 due to missing and non-applicable cases.

HOMICIDE OFFENDERS:
PRIOR EXPERIENCE BY HOMICIDE CHARACTERISTICS

More than hdf of the youth incarcerated for homicide said they had killed someone they knew.
Compared to those who had killed strangers, Table 6 shows that those who killed someone they knew
were dightly less likely to have ever used acohol or marijuana, but much more likely to have ever
participated in drug-deding. Similarly, they were somewhat less likely to have ever participated in prior
property-offending, but morelikely to have ever participated in offending against people, except inthe case
of having ever used awegpon of force to get something from someone ese. They were dightly lesslikely
to have ever participated in agroup, and equaly likely to have ever used agun.

Most of theyouth in custody for homicide said thekilling that resulted in their incarceration was not
related to drugs. Table 7 showsthat those who said the killing was drug- related more often said they had
previoudy used marijuana and cocaine, and had previoudy participated in drug-deding. Similarly, they
more often damaged property, and more frequently stolethings of greater value. And they more often said
they had previoudy engaged in violence againg other people, particularly in terms of using wegpons or
force, and attacking others with the intention of doing harm. They were dso more likely to have been a
participant in a group and dightly more likely to have ever used agun.

91



Almog two-thirds of the youth incarcerated for homicide said their victim was at least in part
responsible for the killing. Table 8 shows that of those who did blame their victim, the youths prior drug
use was comparable to that of those who did not blame their victims -- but they were less likely to have
previoudy participated in drug-deding. Those who did blametheir victim generdly were dightly lesslikely
to say they had ever participated in prior property- or violent-offending. Further, they were dightly less
likely to say they had ever been amember of a particular group, but about equadly likely to say they had
ever used agun.

Almost 70% of the youth in custody for homicide said they had used an impersonal weapon, such
asagun. As Table 9 indicates, those who had used an impersona wegpon more often also said they had
ever used marijuana, but less often alcohol or cocaine. Whatever type of wegpon was used for thekilling,
the homicide offenders were equdly likely to have ever been involved in drug-deding. Their likelihood of
prior involvement in both property- and person-offending was likewise about the same regardless of the
type of weapon used to kill their victim. Their likeihood of previoudy having been a member of a group
was about the same. One area where there was a noticeabl e difference between those who had used an
impersona wesgpon (such asagun) and those who used apersona weapon (such asaknife) wasthat those
who had used an impersona wegpon in the case that brought about their incarceration were more likely
to have ever used agunin the past.

TABLE 6. PRIOR INVOLVEMENT WITH DRUGS, ILLEGAL ACTIVITY, GROUPS, AND
GUNSBY STRANGER AND NON-STRANGER HOMICIDES
n=83 Homicide Respondents’

Stranger Homicide Non-Stranger Homicide
n=35" n=40

n % n %
Prior Drug Involvement
Fver used acohol 29 85 29 73
Fver used marijuana 30 88 25 63
Fver used crack 0 0 0 0
Fver used powder cocaine 1 3 3 8
Fver used heroin 0 0 0 0
Fver involved drug-deding 20 59 27 68
Prior Involvement in Selected Property Offenses
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Fver purposdly damege 28 82 31 78
property
Fver steal $5-$100 23 68 23 56

Fver steal more than $100 25 74 26 65

Prior |nvolvement in Selected Per son Offenses

Fver thrown objects, etc. 28 82 34 85
Fver hit someone to hurt them 30 88 36 90
Fver use weapon/force get 24 71 24 60
something

Fver attack someone to hurt 21 62 31 78
them

Prior | nvolvement with Groups

Ever amember of aparticular 24 71 23 56
proup

Prior 1nvolvement with Guns

Fver used agun 31*** 9 36 90

* Actua N =75 due to missing data

** Actud N = 34 due to missing data
*** Actua N = 33 due to missng data

TABLE 7. PRIORINVOLVEMENT WITH DRUGS, ILLEGAL ACTIVITY, GROUPS, AND
GUNSBY ANY DRUG RELATEDNESS (BY TRIPARTITE FRAMEWORK)
n=83 Homicide Respondents

Any Drug Relatednessin No Drug Relatednessin
Homicide Homicide
n=31 n=52"
n % n %
Prior Drug_; I nvolvement
Fver used acohol 24 77 41 80
Fver used marijuana 25 81 37 73
Fver used crack 0 0 0 0
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Fver used powder cocaine 3 10 1 2
Fver used heroin 0 0 0 0
Fver involved drug-dedling 23 74 27 53
Prior | nvolvement in Selected Property Offenses
Fver purposaly damage 27 87 36 71
property
Fver steal $5-$100 18 58 31 61
Fver stedl more than $100 24 77 30 59
Prior | nvolvement in Selected Person Offenses
Fver thrown objects, etc. 28 90 41 80
Fver hit someone to hurt them 29 9 44 86
Fver use weapon/force get 22 71 30 59
something
Fver attack someone to hurt 24 77 33 65
them
Prior Involvement with Groups
Fver amember of aparticular 23 74 28 55
proup
Prior 1nvolvement with Guns
Fver used agun 29 94 43 88

* Actual Nsrange from 49 to 51 due to missing data

TABLE 8. PRIOR INVOLVEMENT WITH DRUGS, ILLEGAL ACTIVITY, GROUPS, AND
GUNSBY VICTIM PRECIPITATION
n=83 Homicide Respondents*

Victim Precipitated Homicide
n=51
n %

Not Victim Precipitated
Homicide
n=23"
n %

Prior Drug Involvement
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Fver used acohal 41 80 17 77

Fver used marijuana 39 77 16 73
Fver used crack 0 0 0 0
Fver used powder cocaine 3 6 1 5
Fver used heroin 0 0 0 0
Fver involved drug-dedling 28 55 17 77

Prior Involvement in Selected Property Offenses

Fver purposaly damage 40 78 19 86
property

Fver steal $5-$100 29 57 15 68
Fver ged more than $100 33 65 16 73

Prior |nvolvement in Selected Person Offenses

Fver thrown objects, etc. 44 86 18 82
Fver hit someone to hurt them 45 88 22 100
Fver use weapon/force get 31 61 16 73
aomething

Fver attack someone to hurt 36 71 17 77
them

Prior 1nvolvement with Groups

Fver amember of aparticular 29 57 15 68
proup

Prior | nvolvement with Guns

Fver used agun 48 9 19 91

* Actud N = 74 due to missing data.

** Actual Nsrange from 21 to 22 due to missing data
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TABLE 9. PRIOR INVOLVEMENT WITH DRUGS, ILLEGAL ACTIVITY, GROUPS, AND
GUNSBY WEAPON TYPE
n=83 Homicide Respondents*

Used Imper sonal Weapon Used No Weapon or
n=56" Per sonal Weapon
n % n=25
n %

Prior Drug I nvolvement
Fver used acohol 42 76 21 84
Fver used marijuana 44 80 16 64
Fver used crack 0 0 0 0
Fver used powder cocaine 2 4 2 8
Fver used heroin 0 0 0 0
Fver involved drug-dedling 34 62 15 60

Prior Involvement in Selected Property Offenses

Fver purposdy damage 44 80 18 72
property

Fver steal $5-$100 33 60 14 56
Fver stedl more than $100 38 69 16 64

Prior |nvolvement in Selected Person Offenses

Fver thrown objects, etc. 48 87 19 76
Fver hit someone to hurt them 50 91 21 84
Fver use weapon/force get 37 67 15 60
aomething

Fver attack someone to hurt 40 73 17 68
them

Prior 1nvolvement with Groups

Fver amember of aparticular 33 60 17 68

roup
E’rior I nvolvement with Guns
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Fver used agun 52 95 20 80

*Actud N = 81 dueto missing data
** Actual N = 55 due to missing data.

CONCLUSION

For thisandys's, acomparison was made between the prior experience of youth incarcerated for
homicide to that of youth in custody for other types of violent offending. In terms of prior experience with
drugs, illegd activity, peer groups, and guns, young homicide offenders were not a particularly distinctive
category of violent offender. What was remarkabl e, though not necessarily surprising, wasthe great extent
to which dl of the youth in the sample reported prior involvement with drug-using and dedling, crime and
violence, groups engaged in a variety of deviant and violent activity, and guns. Arguably, among young
violent offenders, homicide may be just one type of violent offending.

Whether or not youth that commit homicide are distinguishable from other violent offenders,
homicideisadigtinctive phenomenon. Still, it isnot amonalithic phenomenon. Given that homicide cantake
avariety of forms, youth specifically incarcerated for homicide were dso examined for differencesin prior
experience rdldive to the characterigtics of the homicide event that resulted in their custodia status. That
is, differences that might have been masked were explored by comparing dl homicide offendersto other
violent offenders. A few differenceswere observed. Ascompared to youth in custody for killing astranger,
youth incarcerated for killing someone they knew reported more prior drug-dealing though lessdrug use,
more prior offending againgt people and less againgt property, and less prior participation in groups.
Compared to those who killed someone in adrug-rdated incident, those who killed in incidents that were
not related to drugs reported less prior experience with drug-dealing, less prior offending againgt people,
more prior experience with groups, and more prior experience with guns. Those who said their victim
precipitated the killing compared to those who did not blame the victim reported more prior involvement
with drug-dealing, more prior involvement in prior property- and person-offending, and more prior
involvement with groups. Findly, in comparison to those who had used an impersonal wegpon, such asa
gun, those who had used an impersonal weapon reported more prior marijuana use and less prior
experience with guns.
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THE NATURE OF EXPRESSIVENESS AND INSTRUMENTALITY IN
HOMICIDE AND ITSIMPLICATIONS FOR OFFENDER PROFILING

C. Gabridle Sdfati, Centre for Investigative Psychology, Eleanor Rathbone Building,
Universty of Liverpool, Liverpool L69 7ZA, England

ABSTRACT

Mogt of the longitudind literature on aggresson shows that there are thematic consistencies and
patterns between earlier and later lifecharacteristics. There have a so been someearly indicationsthat these
characteristics can be linked to the different ways offenders commit their crimes (e.g., Canter & Heritage,
1990; Davies, Wittebrod, & Jackson, 1997; Safati & Canter, 1999). The present study aimed to
investigate and eva uate the hypothesis that condgstencies would be found in the way offenders act during
homicide. Thiswould be evident in homicide crime scenesbeing classifiableinto separate thematic “ types.”
These consgtencies, it was hypothesized, would not only be specific to the homicide stuation, but would
aso reflect generd interpersond strategies that would be mirrored in an offender’s generd past in terms
of their previous relaionship with the victim, their previous crimina record, their age and their experience.
These consgtencies, in turn, would form the scientific base for offender profiling -- linking the way an
offender acts at the crime scene with the type of person who may be responsible for those actions.

CLASSIFYING HOMICIDE CRIME-SCENE ACTIONS
M ethodology

The study sample conssted of 247 (1 victinm/1 offender) concluded British homicide filesfrom the
1970s to the early 1990s (Sdfati,1998). These were content analyzed, and andyzed using the multi-
dimensond scaling andysis of Smallest Space Analysis (SSA) (Lingoes, 1973).

SSA dlows atest of hypotheses concerning the co-occurrence of every variable with every other
varigble. In essence the null hypothes's is that the variables have no clear relationship to each other. SSA
isanon-metric multidimensiona scaling procedure based upon the assumption that the underlying structure,
or syslem of behavior, will most readily be appreciated if the rel ationship between every variable and every
other variable is examined.

Initidly, association coefficients between dl variablesare computed. It isthese coefficientsthat are
used to form aspatid representation of items with points representing variables. The more often variables
co-occur during homicide, the closer will be the points representing those variablesin the SSA space. The
pattern of points (regions) can hence be examined and thematic structures delinested.

The hypotheses of thisstudy are built on the assumption that actionswith smilar underlying themes

will bemorelikely to co-occur than those which imply different themes. These smilarly themed actionswill
co-occur in the same region of the plot.
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Results

The results showed that the sample of homicide crime scenes could be differentiated in termsof the
Expressive and Ingrumentd rolethe victim hasto the offender. (Origina SSA anaysis plots have not been
included here, but can be obtained by contacting the author.)

Behaviors in the Expressive theme comprised of behaviors centered on the victim as a specific
person. Behaviorsin the Insrumenta theme were thematicaly distinct from the behaviorsthet fel into the
Expressive theme, as they were being carried out more in terms of the consequences they had for the
offender. Here the offender treated the victim as an object, or a hindrance to their ulterior motive, which
looked to be either sexud or materid gain.*

Expressive Acts

The victim sustained injuries (stabbing and gunshot wounds) to thetorso, head, and/or limbs-- very
often to a combination of these body parts, suggesting anextreme physicd attack (see Table 1). Further,
offenders who injured the limbs of victims (usualy described as defense wounds) could be said to have
been o directed in ther frenzied attack that they would continue attacking despite the fact that victims
would use their hands and armsto defend or protect themselves. Indeed, bringing a weapon to the scene
suggests that the offender may have been anticipating a confrontationwith the victim, and/or had previous
experience relaing to violent confrontations. After the murder, the offender in many cases transported the
body away from the scene of the crime and/or hid the body.

All of thesebehaviors, when examined collectively, are suggestive of actionscentered on offenders
needs to separate themselves from their victims, and the places of their crimes, asthese dements might aid
in their identification as the killer. Each of these behaviors suggests a prior relationship between the two
parties, or at least that the offender knew the victim to some extent. The lack of forensc evidence a the
scene further points to offenders who need to remove evidence that can link them to the victim, which in
turn may indicate that they may not have been strangers.

The more infrequent behaviors such as suffocating, drugging or poisoning, and/or blindfolding the
vidimared| indirect ways of deding with avictim. Blindfolding will dlow the offender to depersondizethe
victim to a certain extent so that he may complete the crime. It may aso be an attempt to psychologicaly
depersondize thevictim. Suffocating or drugging/poisoning may be seen asindirect waysof killing someone
to whom the offender may be too emotiondly attached. Indeed, these methods of killing may indicate very
wesk victims, such as children and the ederly.

1Please note that there were anumber of behaviorsthat occurred in the mgjority (50% and above)
of dl the cases, and were thus not used to discriminate between cases. These behaviors included the
victim’s face not having been hidden a the crime scene (88%), the victim being found a the same crime
scene where she had been killed (79%), the victim having been found where she fell (61%), and the
offender inflicting multiple wounds to the victim (52%).
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TABLE 1: EXPRESSIVE CRIME-SCENE ACTIONS

Per centage
Occurrence

Expressive Crime-
Scene Actions

30-50%Face Wounds

Head Wounds

Torso Wounds

Stab Wounds

Multiple Wounds

Distributed across Body/
ffender Forenscaly
ware

10-30%

\Wounds to Limbs
Weapon Brought to
Scene

Blunt Instrument
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L ess than 10%

Victim Shot

Victim Bound

Victim Blindfolded
Victim Suffocated

vV i c t i m
Drugged/Poisoned
Body of Victim Hidden
Body of Victim Moved
from Origind Crime
Scene

Body of Victim Found
in Water

Property Stolen
identifiable)

| nstrumental Acts

Actionsin this theme suggested that behaviors a the crime scene were not singularly directed at
the victim asa person. Rather, the actionswere part of alarger theme wherein the offender used thevictim
to further attain an ulterior am such as sex or money. The offender in many cases did not come prepared
for apersonad confrontation, so the victim was atacked manualy (strangling, hitting, and kicking) and/or
the weapon used was taken from the scene (see Table 2).

Where property was stolen, it was of financid value. This could indicate that the offender decided
to sted from the victim after the homicide took place, and so turned the crime into something much more
financidly profitable. Or the offender may have had an ulterior motive for the homicide such as burglary.
Indeed, it may be that a sub-section of these crimes are what the police term “burglaries gone wrong.”
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TABLE 2: INSTRUMENTAL CRIME-SCENE ACTIONS

Percentage Occurrence

Instrumenta Crime-Scene Actions

B0-50% Neck Wounds
Manua Wounding
\Weapon from the Scene Used

10-30% Property Stolen (not identifiable)
Property Stolen (of value)
Victim found Partialy Undressed
Sexud Activity a Crime Scene

|_essthan 10% Ana Penetration

Vagind Penetration

FForeign Object Used to Penetrate
Victim Clothing Damaged

Victim found Naked

Body of Victim Found Covered
Arson Committed at Crime Scene

Low frequency behaviors defining part of the Instrumental crime-scene theme included a sexud
subset. When taken together, these behaviors -- conssting of the offender penetrating the victim andly,
vagindly, or with a foreign object; leaving other sexua evidence (e.g., semen); damaging the victim's
dothing; and leaving the victim partidly undressed or naked -- suggested a behaviora theme where the
offender regarded the victim not as a person with whom he was having a persond interaction, but as an
object ultimately to be used for hisown gain.

In some cases, victims were found covered by a blanket or something smilar inside their own
homes. This behavior isthematicaly digtinct from the Expressive behavior of “hiding” the body, in that it
is more suggestive of a gesture of shame -- implying that the action of murdering or raping the victim did
not fit his persond narrative of a“thieving” crimind. For this same reason, it may be that the offender in
some cases setsfire to ether (or both) the body and the scene.

Summary of Classification of Crime-Scene Actions

Feshach (1964), Toch (1969), and Cornell et a. (1996), distinguished between Expressive and
Instrumental aggression, specifying that the goa of the first kind was to make the victim, or the actud
person, suffer, whereas the second kind was centered on attaining an ulterior goa such asthe acquisition
of materia goods. On ditinguishing between aggressive acts, these authors have described the event, and
defined it asfitting a certain crime such as theft, robbery, or homicide. The present analysis of homicide
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crime-scene behaviors has shown that not only can Expressivenessand Instrumentaity be evidenced inthe
actual actions by the offender a the crime scene, but these themes can aso be distinguished between
these actions within the crime of homicide,

The present study -- through the analysis of the co-occurrences of the actual behaviors used by
offenders at homicide crime scenes -- has focused on the behavioral components which make up different
themes of homicide such as Expressve and Insrumenta crime scenes. Taken singularly and out of context
of the other behaviors, these components suggest that there are certain behaviorsthat could beinterpreted
differently. However, by interpreting the actuad meaning of these behaviors in relation to other behaviors
with which they co-occur, the thematic meaning of not only the behavior, but aso of each of the two
subgroups (Expressive and Instrumenta), procures a more subtle definition than has been previoudy
suggested.

Co-occurring with other behaviors within the Expressive theme of homicide crime-scene actions
were the behaviors of “trangporting the victim away from the crime scene’ and “ hiding the victim” outside.
Considered individudly, thesetwo behaviorsin particular have previoudy been thought toidentify offenders
who are” organized” (Resder, Burgess, & Douglas, 1988), and* cold-blooded,” and assuch* Instrumental”
in nature. However, when the occurrence of these behaviors is interpreted within the context of other
behaviors that co-occur in the same cases, it can be seen that they tend to co-occur with behaviorswhich
are Expressve and person-oriented in nature. Trangporting victimsand hiding them thus can be understood
as actions which are organized and more specific, but which are so because of the victims involved.
Because the offender knows the victim, or because the offender can be associated with the victim or the
actud crime scene (e.g., the home of the victim or the offender), there is aneed to remove the victim from
the crime scene and hide her to avoid detection. Again, it is the importance of the victim, and the
relationship between the offender and the victim, which are important in these Expressve homicides, and
which define the actions which are carried out within them.

In the same way as certain Expressive behavior, taken out of context, can have an Instrumental
interpretation, there were certain Instrumental behaviors which -- taken out of context of the other
behaviorswith which they co-occurred -- could beinterpreted as having adominantly Expressive meaning.
These particular behaviors dedt with the sexua component of the homicides. Here offendersviolated their
vidims by sexudly assaulting them and invading them physicaly. However, when understood in the context
of other co-occurring Instrumentd actions, the theme of these sexud actions wasiin line with the offender
“geding” from the victim such things as sex and property. Although the actud victim was violated in these
cases, in many of them, it wasn't the actud per son who was targeted for the ulterior motivation of sexua
gratification.

The behavioral components of Expressive and Instrumental homicides can thus be understood
through a more subtle andysis and interpretation than has been put forward. Consequently,
“Expressveness’ and “Ingrumentdity” are reinterpreted to be not only more behavioraly subtle but dso
more themétically specific.
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EXPRESSVE AND INSTRUMENTAL THEMES OF OFFENDER BACKGROUND
CHARACTERISTICS

The results further indicated that the backgrounds of the offenders could smilarly be classfied as
Expressive or Instrumentd.

The andyd's suggested the same 2-way thematic split (Expressive/lngrumentd) of the manner in
whichthe offender had previoudy dedlt with Stuations and people. The behaviorsin the Insrumenta theme
consisted of characteridticsreflecting how the offender had previoudy dedlt with Stuations and things, with
particular referenceto their previous crimind activity. Characterigticsin the Expressive theme, on the other
hand, were thematically very digtinct from the characteristics which fdl into the Instrumenta theme --
reflecting specificaly how the offender had previoudy dedt with intimate relationships, and how the
relationship with the victim was sgnificant.

Expressive Background Characteristics

Characteristics which co-occurred in this theme rdated thematicaly to persond relationships and
emotiond issues. The reationship the offender had with the victim is paramount to the Structure of this
theme. Here, the offender who killsa partner or an ex-partner can be seen to often have other thematicaly
condggtent characterigticsintheir background. These characteristicsincludethe offenders previoudy having
sexudly/phydcaly abused their partners, killed blood relatives, and had pre-existing psychologica and
psychiaric problems Killing reatives is often consdered “mad” or “psychologicdly ungable’ in the
literature due to theillogica act of killing close kin in whom many sociobiologica resources have been
invested (Daly & Wilson, 1988).

TABLE 3: EXPRESSIVE OFFENDER CHARACTERISTICS

Percentage Range

Expressve Offender Characteristics

30-50% Previous Current/Intimate Relationship
with Victim

21t must be noted that the offender background variables available for anaysis were limited, and
such limitations may thus have implications on the results
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Previous Psychologica or Psychiatric Problems

Fraud (CR)*

10-30%

Past Abuse to Partner

|_ess than 10% Victim is Consanguineous Rdative

* CR = offenses recorded in offender’ s criminal record

This theme reflects offenders who ded with other people and situations which have a direct

emotiona impact onthem. In thistheme, it isimportant to offenders that the victim is a particular person,
not just abody or arepresentative of a person.

Instrumental Background Characteristics

Offender characterigticsthat co-occurred inthistheme of the plot werethematicaly distinguishable
fromthe characterigticsin the Expressive theme of the plot in that al the variablesin the Instrumental theme
amog exdusively dedt with the offender’s previous crimina record. These variables included previous
convictions for theft and burglary, aswell aswhether the offender had been unemployed. Thefact thet these
variables co-occurred across these cases of homicide is not surprisng as most criminas are unemployed,
and this unemployment may be associated with financid-gain crimes such as burglary and theft. Another
co-occurring variable was the variable of previous imprisonment, which is concordant with seasoned
ciminds having several counts of offenses. Although to a lesser degree, also co-occurring with these
variables was the previous crimina record of sexuad offenses, which by its co-occurrence with the
economica-gan variables suggests its thematic link to these variables. In this case, this is suggested
presumably because, like theft and burglary, it is a crime which isinvasive on the victim, and from which
the offender standsto gain something (sexudly or monetarily) ingrumentd. Previoudy, thisassociation has
aso been found in an earlier study (see SAfati & Canter, 1999). The nature of sexud offenses, in that the
offender needs to be much more physicaly close to the victim during the offense, perhaps partly explains
why, athough rdated to the other varigblesin this theme, it is 0 to amuch lesser degree.

Also in this theme are previous crimind record variables where atheme of violence can be seen;
namdy, previous convictionsfor public disorder, damage, and violence offenses. Co-occurring with these
crimind antecedent variablesisthevariable of previoudy having been involved inthe armed services, which
agan isthematicaly conagent in that it broadly dedls with the same theme of violence againgt people.
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TABLE 4 INSTRUMENTAL OFFENDER CHARACTERISTICS

Percentage Range

Instrumental Offender Characteristics

30-50% Unemployed

Theft (CR)*

Burglay (CR)

Prison

10-30% \Violence (CR)

Disorder (CR)
Damage (CR)

Armed Services
|_ess than 10% Sexud Offenses (CR)

* CR = offenses recorded in offender’s criminal record
Summary of Classfication of Offender Background Char acteristics

The co-occurrences of the 17 variables chosen for the SSA analys's of offender background
characteristics could be seen to divide into two themes of Expressve and Instrumenta background
characterigtics.

When looking at the pattern of the distribution of the Instrumental and the Expressive variables, it
isimportant thet dl the Instrumentd variables (in particular the varidbles relating to the offender’ s crimind
record) co-occurred in avery close clugter in the SSA plot -- Sgnifying that not only do criminds often
have severd different crimes in their backgrounds, but that taken together, as a pattern, they signify
individuals who leed very crimind lifestyles.
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In contrast to the Insrumentd theme, the varigbles in the Expressive theme were very spread out
inthe SSA plot, suggesting amuch bigger variety of background characterigtics which are not necessarily
as closdly linked as are the crimind characteristics variables.

VALIDATING MODEL

In order to vaidate the modd, and to test the hypothesisthat offenders behave consistently across
time and Stuations, the next step of the research amed to test that an offender exhibiting aspecific theme
(e.0., Expressive) at the crime scene, would exhibit that same theme in their background characterigtics.

Eachone of the 247 offensesin the dataset was individudly examined to ascertain whether it could
be assigned to aparticular crime-scenetheme on the basis of the variablesthat occurred during theincident.

Every offensewas given apercentage score for each of the two crime-scene themes, reflecting the
proportion of Expressive or Instrumental variables that occurred during the crime.

To be classfied as belonging to one theme, a case needed to have twice the occurrence in one
theme than in the other. Cases were classified as being either Expressve or Instrumentd by using stringent
criteria

TABLE 5: NUMBER OF CASESHAVING THE SAME THEMEIN BOTH CRIME-SCENE
ACTIONS AND BACKGROUND CHARACTERISTICS

Expressive

Instrumental

Mixed

30%

25.1%

44.9%

From this it was found that usng stringent criteria, over haf (55%) of al cases exhibited the same
theme in both their crime-scene actions and in their background characteristics (see Table 5). Thisfinding
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supports the idea that parallels can be drawn between the way offenders act at the crime scene and their
generd characteristics. However, the results aso show that individuas do not exclusvely have the same
theme in both the way they commit their crime and in their background characterigtics. Further research
must aim to unravel the psychologica processes that may underlie this finding.

IMPLICATIONS OF STUDY

The resultsfrom this study are discussed in relation to two major issues. Firdt, resultsare discussed
in terms of dassifying homicide into the two categories of Expressiveness and Instrumentdity. Secondly,
the results are discussed in terms of the implications they have for offender profiling.

Expressive/lnstrumental Classification

Although the concepts of Expressiveness and Instrumentaity have been widely used to classify
aggressive events and situations, the specifics of these two types of aggression have never been defined in
any great detall. In particular, no descriptions have previousy been put forward as to how -- through
specific description of the behaviord makeup of these events -- Expressiveness and Instrumentdity are
exhibited during an event. Through its analyss of the co-occurrences of the actua behaviors used by
offenders at homicide crime scenes, the present study has underscored the behavioral components which
make up different themes of homicide such asExpressveand Instrumenta crimescenes. Our understanding
-- not only of what Expressiveness and Instrumentaity sgnify, but dso what behaviors during homicide
are consdered Expressve or Instrumental, and why -- has been questioned.

Profiling

Pinizzotto and Finke (1990) pertinently concluded from their research that psychologica profiling
is much more complex than just a“multileve series of attributions, correlations and predictions’ (p. 230).
They go on to point out that much of the psychologica profiling used in investigations to date has been
guesswork based on hunches and anecdota information accumulated through years of experience, which
isconsequently full of error and misinterpretation. Indeed, currently, psychologica profiling hasbeenlargely
linked to individuals rather than specific tested and established scientific methods.

One of the main areas of concern regarding investigetive profiling has been the generd lack of
extensve empirica studies on the psychologica processes. The lack of any robust empirica studies has
lead to alack in the vdidity and rdiability of current methods used in the area of investigative profiling.

Theresultsfrom thisempirica study of actionsand characteristicsof homicide offendershaveaided
in establishing aclassification system of homicide crime scenes and related of fenders that has gone beyond
the mere experience and expertise of the “profiler.” It has been possible to establish the foundations for a
sdentific gpproach of the study into the principles and limitations that underpin this system. Thisin turn has
led to amore informed conception of what can be expected fromthis process. Future research must now
develop this further and more fully explore the posshilities and limitations of offender profiling as avdid
and reliable method.
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ABSTRACT

Characterigtics of al 363 firearm-related homicide victims under age 25 and of the suspects are
described for Milwaukee County from 1991-1997. Data were from one medical examiner, 19 law
enforcement agencies, and the State Crime Lab. The average number of suspects per incident was 2.1.
Among homicides of White victims, 69% of suspects were White, whereas for Black victims 96% of
suspects were Black (p<.001 ). When the victim was femde, 24% of the time the suspect was a present
or past intimate partner. This was the case less than 1% of the time for male victims. Among 306 victims
withtoxicology information, 32% were positive for acohol, 25% for marijuana, 19% for cocaine, and 2%
for opiates, 56% were positive for any drug or acohol. Handgunswere used in 96% of homicides, and the
proportion of medium- and large-caiber handguns has increased over the study period.

INTRODUCTION

Firearm violence continues to be amagor cause of mortality among U.S. teens and young adults.
A 1997 study found that the fireearm homicide rate among U.S. children under the age of 15 was nearly 16
times higher than among children in 25 other industrialized countries combined (CDC, 1997). The 1996
firearms homicide rate among males aged 20 to 24 was more than five times higher than the fireearms
homicide rate for all Americans (Violence Policy Center, 1999).

There have been few sudies of the reaionships between victim, suspect, and firearm
characteristics for firearm-related urban youth homicides. One study of firearm deaths in Philadelphia
between 1985 and 1990 found that the percentage of victimswho were ages 15 to 24 more than doubled
inthe 5-year period (McGonigd, et d., 1993). They aso found anincreasein the use of high cdiber semi-
automatic handguns. The study aso reported that nearly two-thirds of the victims tested positive for an
intoxicating substance in 1990.

The purpose of the present study was to describe characteristics of the victims, suspects, and
fireams involved for dl firearm-related homicides involving victims under age 25 in a defined urban
population from 1991-1997.

This study was funded in part by The Joyce Foundation.
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METHODS

Datafor dl 374firearm-rel ated youth homicidesin Milwaukee County, Wisconsin, wereabsiracted
and linked fromtheMedica Examiner, 19 law enforcement agencies, and the State Crime L aboratory. This
data linkage in the Firearm Injury Reporting System (FIRS) has been described in detall esewhere
(Hargarten, et a., 1996; Tymus, O’ Brien, & Hargarten, 1996). Medica examiner/coroner records
provided demographic information, dcohol and other drug use, and type of weapons. Records from law
enforcement agencies provided additiona information on the firearms, circumstantid information fromthe
Supplemental Homicide Reports of the Uniform Crime Reports, and demographic and probation/parole
information for persons identified by the police as suspects. There were 8 felons killed by police officers
and 3judtifiablehomicides, basad oninformation inthe Uniform Crime Report. Thesewere omitted, leaving
363 homicides for andysis. Information on the suspects was available for 324 of the homicide events.
Toxicology results were available for 306 of the victims.

There were 635 suspects; 27 of these were suspects in homicides involving more than one victim
(range 2-4 victims). There were a total of 669 distinct victim-suspect combinations. When andlyzing
rel ationships between victim and suspect characterigtics, the unit was the victim-suspect combination.

The statistical Sgnificancefor differencesin categoricd variables was determined using chi-square
tests. Differences in the percentage of suspectsof aparticular race or sex by race or sex of thevictimwere
compared using t-tests or using a regresson modd weighted by the number of suspects for each victim.

RESULTS

Eighty-nine percent of the victims were mae. Fifteen percent of victims were White, 81% Black,
and 4% were classified as other races (including Native American or Adan).

TABLE 1: DEMOGRAPHIC CHARACTERISTICSOF THE YOUTH HOMICIDE
VICTIMS, 1991-1997

Number |Percent |Rate*

Sex

Male 323 89.0 27.0

Female 40 11.0 34
Race

White 56 15.4 3.7

Black 293 80.7 38.2

Other 14 3.9 15.1

*Homicide rate per 100,000 population under age 25 per year.
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For 324 cases with information on the suspects, the average number of suspectsper victimwas 2.1 (range
1-8). In 50% of the homicides (n=191), there was a single suspect. Ninety-five percent of suspects were
male, and 14% of suspects of known race were White, 81% Black, and 4% other races (Table 2).

TABLE 2. DEMOGRAPHIC CHARACTERISTICS OF SUSPECTS FOR HOMICIDES OF
YOUTH

Number |Percent

Suspects per 2.1

Victim (1-8)

(average, range)

Sex
Male 597 95.1
Female 31 49
Unknown 7

Race
White 84 13.6
Black 511 82.7
Other 23 3.7
Unknown 17

The relationship of the race of victims and suspects was studied for 312 homicides involving a
Black or White victim. Victims of other races were not included in this comparison because of the small
number. For 52 homicidesinvolving aWhitevictim, 69% of 108 suspectsof known racewere White, 17%
Black, and 15% other races. For 260 homicidesinvolving a Black victim, 96% 524 suspects were Black
and 3% were White (Figure 1). The difference in percentages was significant a p<.001 using either an
unweighted comparison or an andysis weighted by the number of suspects for each victim.

For 39 homicides of afemae victim for which there was suspect information, 15% of suspects
were femde. In 284 homicides of amade victim, 3% of sugpects were femae (Figure 2). The difference
in these percentages was sgnificant a p<.04 in an unweighted comparison and p<.001 in an andyss
weighted by the number of suspects for each victim.
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FIGURE 1: RELATIONSHIP OF VICTIM AND SUSPECT RACE FOR HOMICIDES OF

YOUTH*
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*For 632 victim-suspect combinations (108 for White victims and 524 for Black victims).
Homicides of non-White, non-Black victims were excluded from the analyss.

FIGURE 2: RELATIONSHIP OF VICTIM AND SUSPECT GENDER FOR HOMICIDES

OF YOUTH*
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* For 662 victim-suspect combinations (567 with mae victims and 95 with femae

victims).
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Theaverage age of thevictimswas 19.1 (range 3-24) and that of the suspectswas 20.8 (range 13-
76). Eighty-five percent of suspects were under age 25. The age distribution of the victims and of the
suspectsis shown in Figures 3 and 4.

FIGURE 3: AGE DISTRIBUTION FOR YOUTH HOMICIDE VICTIMS
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Figure 5 showsthe average suspect age by victim age. The suspectswere an average of 2.4 years
older than ther victim. The rank correlation between the victim age and average age of the suspects for
each victim was 0.35 (n=322).

FIGURE 5: AVERAGE SUSPECT AGE BY AGE OF VICTIM
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Among 420 suspects with information on probation, 24% had been on probation at some time.
Among 399 suspects with information on parole status, 11% had been on parole at sometime.

The relationship between the victim and the suspect, based on the Uniform Crime Reports, was
family/agnificant other in 5%, afriend or acquaintance in 41%, a stranger in 23%, and unknown in 31%

of cases (Figure 6).

FIGURE 6: RELATIONSHIP OF VICTIM TO SUSPECT FOR HOMICIDES OF YOUTH
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Among 33 femde victims with information on the victim suspect rdationship, 24% of thetime
the suspect was a present or past significant other. This was the case less than 1% of the time for mae
victims (Figure 7).

FIGURE 7: RELATIONSHIP OF VICTIM TO SUSPECT BY SEX OF VICTIM*
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*P<.001; unknown relationship excluded

The mgority of the homicides (52%) took placein aroadway or parking lot. Thirty-two percent
wereinahome/residence environment: 15% at thevictim' sresidence, 6% at the offender’ sresidence, 11%
in another residence (Figure 8).

FIGURE 8 LOCATION FOR HOMICIDES OF YOUTH
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52% *Based on Uniform Crime Reports
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Figure 9 presents the circumstances surrounding the homicides based on the Uniform Crime
Reports. The mgority of homicides occurred during a fight or argument. Approximately 13% were
considered to be gang related, and about 6% werelisted asinvolving drugs or dcohoal (including during an
argument). On the separate Uniform Crime Reports question regarding “ Drug/Al cohol Involvement,” 17%
were listed as drug or acohol rdated (including under the influence).

FIGURE 9: CIRCUMSTANCES FOR HOMICIDES OF YOUTH*
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Toxicology informationwasavailablefor 306 victims. Thirty-two percent were pogtivefor alcohal,
26% for marijuana, 19% for cocaine or metabolites, and 2% for opiates or metabolites (Table 3).

TABLE 3: PERCENT OF YOUTH HOMICIDE VICTIMSWITH POS TIVE
TOXICOLOGY FINDINGS (N=306)

Substance N |Percent
Alcohal 98 32.0
Marijuana 80 26.1
Cocaine (or metab.) 57 18.6
Opiates (or metab.) 6 2.0
Any drug (non-alcohol) | 113 36.9
Drug or alcohal 171) 559
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The percentages of victims positivefor drugs or dcohal by age group are shownin Figure 10. The
percentages positive for alcohol were: 21% for under age 18, 28% for ages 18-20, and 45% for ages 21-
24 (p<.001). The percentages positive for marijuanaamong the same three age groups respectively were
14%, 36%, and 27% (p<.01), and the percentages positive for cocaine were 3%, 19%, and 30%
(p<.001). Thirty-seven percent of victims were pogitive for one or more drugs (excluding acohal), and
56% were positive for drugs or acohal.

FIGURE10: PERCENT OF VICTIMSWITH POSITIVETOXICOLOGY FINDINGSBY AGE
GROUP
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* P<.005 for al three age comparisons. Two three
year old victims were omitted.

The type of weapons used for the homicides was determined. Ninety-six percent of the homicides
were committed with a handgun. The percentage of homicides committed with a handgun did not vary

sgnificantly by age of victim or average age of suspect.

Among handguns of known caliber, 24% were smal caliber (.22 or .25), 67% were medium
caliber (.32, .357/.38, .380, 7.65 mm., 9 mm.), and 9% were large caliber (.40-.45). The percentage of
medium- and large-cdiber handguns used in the homicides increased over the period 1991-1997 (Figure
11).
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FIGURE 11: PERCENTAGE OF HANDGUNSUSED IN HOMICIDESWHICH ARE
MEDIUM OR LARGE CALIBER BY YEAR
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Older victims were somewhat more likely to have been killed with a medium- or large-caiber
wegpon (not shown) (p<.06). Homicides in which the average age of the suspects was between 21 and
24 years were paticularly likely to have been committed with a medium- or high-caliber wegpon (Figure
12).

FIGURE12: HANDGUN CALIBERFORHOMICIDESOFYOUTH BY AVERAGE SUSPECT
AGE
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P<.005 for differencesin caliber by suspect age.
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DISCUSSION

Among homicides of youth in Milwaukee County, about 80% of both victims and suspects were
Black, and about 15% of victims and suspectswere White. Approximately 22% of the Milwaukee County
population is Black, and 70% White, based on 1995 population estimates (U.S. Census Bureau, 1997).
In the city of Milwaukee, in which the mgority of the homicides occurred, non-Whites make up 33% of
the population, based on the 1990 census (Wisconsin Legidative Reference Bureau, 1997).

Therewas astrong relationship between the race of ahomicide victim and that of the suspects, and
aweak association between victim and suspect ages. The Bureau of Justice Statistics reported that for dl
types of homicide from 1976 to 1997, 85% of White victims were killed by Whites, and 94% of Black
victims were killed by Blacks (Bureau of Justice Statistics, 1999).

Eleven percent of Milwaukee County victims and 5% of suspectswerefemale. The percentage of
fema e sugpects when the victim was femde was somewhat higher (15%) than when the victim was mde
(3% of suspects). The Bureau of Justice Statistics reported that among al types of homicide, 24% involved
femde victims. They aso reported that gpproximately 10% of offenders in homicide of al types were
femde, both in cases involving a mde victim and in those involving a femae victim (Bureau of Justice
Statistics, 1999).

For femde victimsin the current study, the suspect was a past or present intimate partner in 24%
of cases in which the relationship was known; this was true for only 1% of homicides of mae victims. In
aCdiforniastudy of dl types of homicide, dmost haf of the women were killed by their spouse, partner,
or other family member, compared to 11% of men (Prait & Deosaransingh, 1997).

Over hdf of the victims tested positive for adcohol or drugs. Victim substance use showed age-
gpecific patterns. Alcohol was the most common substanceidentified in victimsunder 18 and victims ages
21-24, and marijuana was the most common substance among victims 18-20 years. Almost one third of
vidims 21-24 years of agewere positivefor cocaine, and over haf were postivefor at |east one substance.
Inastudy based on autopsy reportsin Louisiana, 60% of homicide victims had detectable levels of acohol
or drugs, cocainewasthe most prevaent substance, and was present in 40% of the victims (Clark, 1996).
A New York study found that 31% of homicide victims dying within 48 hours of injury tested positive for
cocaine (Tardiff, et d., 1994). McGonigd, et d. (1993), reported that 33% of victimsin 1985, and 84%
in 1990, had prior drug arrests.

Approximately one-quarter of suspects with information were listed as having been on probation
at some time and 11% as having been on parole. However, informéation was available for only two-thirds
of suspects, and law enforcement records may have incomplete information on this subject. McGonigd,
et d. (1993), found that 43% of victimsin 1985, and 67% in 1990, in Philadelphia had a prior crimina
record; however, they did not have information on the suspects.

It is important to note that the suspects included in our study were identified by the police as

suspectsin the homicide events. We do not currently have completeinformation on thefina dispodtion for
these suspects. A further linkage currently underway in the FIRS system will use information from the
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Wisconsin Department of Jugtice Crimind Information Bureau. From this information, we will obtain the
fina digpogtion for the suspects in these homicide events.

Between 1991 and 1997, 68% of homicidesin the United States were committed with afirearm,
and 81% of the firearms were handguns (Bureau of Justice Statistics, 1999). The percentage of homicides
committed with a gun varied with the age of the offender. It was reported to be 68% for those under 14,
79% for those 14-17, 75% for those 18-24, and 59% for those 25 and over (Bureau of Justice Statistics,
1999). In the Philade phiastudy, handguns made up 90% of firearm desthsin 1990 and 95%in 1995, and,
over thistime period, semi-automatic firearms increased from 24% to 38% (McGonigd, etal., 1993). In
the current study, handguns were the predominant type of firearm (96%). The percentage of medium- and
high-caliber handguns compared to smal caliber increased over the period of this sudy. Medium- and
large-cdliber handguns were more likely to have been used in homicidesinvolving older victims and older
suspects.

The FIRS system does not currently have information on the purchase or ownership for most of
the fireerms used in the homicides. Almost two-thirds of the suspectsin this study were under the age of
21, and could not have legdly purchased a handgun from a licensed dedler. In a further linkage being
developed as part of the FIRS, the Bureau of Alcohol, Tobacco and Firearms (ATF) firearm trace data
will beused in order to determine the time and place of first purchase of al weapons used in the homicides.

Information obtained from alinked data system such asthe Firearm Information Reporting System,
combining medica examiner/coroner, law enforcement, crime lab, Department of Justice, and ATF data,
can provide a comprehensive picture of homicide of and by youth. Complete information on the homicide
victims, suspects, circumstances, and firearms involved is needed to provide a basis for developing and
evauating prevention programs. Characteristics of such programs may have to be targeted to specific age

groups.
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THE HOMICIDE AND DRUG CONNECTION?

Dean G. Rojek, Department of Sociology, Badwin Hall,
University of Georgia, Athens, GA 30602

ABSTRACT

Homicide is not a crimind act that is common or committed by rational, sane people. But
circumstances can arise whereby homicide becomes an al too common outcome. Typicaly, an act of
homicide reguires the use of aletha wegpon, and the use or influence of an agent like a drug to facilitate
the use of the lethal wegpon. According to the Uniform Crime Reports (UCR, 1997), 68% of homicides
are committed with firearms. While there are no precise satistical figures on drug use or drug trafficking
as it relates to homicide, there is increasing evidence that drugs play a sgnificant role in facilitating a
homicide event. In most cases, two causd "ingredients’ normaly need to be present for a homicide to
occur: afirearm, plus the presence of drugs either in terms of use or drug trafficking.

NEUROANATOMY

The world of neurotranamitters and neuroanatomy is rarely discussed in homicide research.
However, there is much to be said for understanding what drugs can do and cannot do, and how different
drugs can produce different reactions. The nervous system is comprised of four essentid parts: dendrites,
whichreceive sgndsfrom other nerve cdls; the cell body (soma), which nourishes the nerve structure; the
axon, which carries the message from the dendrites to the cell termind; and the synaptic gap, whichisthe
microscopic gap that existsbetween the cell termina and the next nervereceptor. The"message’ must jump
the synaptic gap from the pre-synaptic termind to post-synaptic termind. The nerve impulse crosses the
synaptic gap not as an eectrica signal but as a biochemica sgnd. This biochemica impulse crosses the
synaptic gap via neurotransmitters. Some of these neurotransmitters are caled dopamine, endorphin,
enkephdin, serotonin, GABA, and there are at least 50 others (Inaba, Cohen, & Holgtein, 1997). Each
nerve cdl usudly producesonetypeof neurotransmitter. A sSingle neuron, however, might causetherelease
of severd types of neurotranamitters at different synapses.

Psychoactive drugs such asbarbiturates, anphetamines and hallucinogens, can disrupt the process
of message trangmisson in the synaptic gap. Generally, drugsthat produce sgndsare called agonigts, and
drugsthat block sgndsare cdled antagonists. Some drugs can chemicdly imitate part of aneurotranamitter
and cause the receptor Site to accept a nerve transmission. Halucinogenic substances can confuse the
message impulse and generate a sensation of sound that was originaly a simulus brought on by color or
taste. Other drugs can release an excess of neurotransmitters and thereby produce an exaggerated effect.
Cocaine and other stimulants can enhance the origina nerve impulse. Findly, other drugs can dow down
the release of neurotransmitters or completely block their release such as with the case of painkillers.

Editors note: Dueto computer-incompatibility problems, most of thegraphicsfor thispaper could
not be included. For a complete copy, contact the author.
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Heroin will block the release of a neurotransmitter called substance "P," causing pain to be reduced or
eiminated.

Thefirgt neurotransmitterswerediscovered inthe 1920s, but it wasthe discovery of theendorphins
and enkephdinsin the 1970s that led to a greater understanding of how psychoactive drugs work in the
body. For the first time, reaction and addiction to psychoactive drugs could be specifically described and
the reaction to certain drugs understood. For example, dcohol dters GABA (gammaraminobutyric acid)
and seratonin neurotransmitters, which atersthe mood of the acohol user who experiencesincreased sf-
confidenceandincreased sociability. Alcohol lowersGABA, whichisthemgjor inhibitory neurotranamitter,
and thus lowers inhibitions. Thus, moderate amounts of acohol will facilitate behaviors that the same
individud who is sober would never engagein. On the other hand, cocaineisastimulant and operates quite
differently. Cocaine causesthe release of certain neurotransmitters that disrupt the central nervous system
and produce a euphoric rush, increased confidence and energy. This is caused by the added boost of
norepinephrine which increases blood pressure and heart rate, causes rapid breathing, produces tense
muscles, and induces shaking. Cocaine will aso lead to the release of dopamine which causes paranoia,
and acetylcholine causes muscle tremors. Conversely, cocaine use can result in the depletion of seratonin,
which results in agitation and depression, and epinephrine, which causes severe depression and extreme
lethargy.

Cocaine and dcohal are two drugs that consistently appear in the context of homicides. Alcohal
usedongwith the presence of afirearm resultsinincreased aggression, and impaired judgment. Parker and
Auerhahn (1999) arguethat a cohol servesasasd ectivedisinhibitor, depending upon thesituation. Cocaine
use produces what isreferred to as anhedonia, or thelack of ability to fed pleasure. Cocainewill produce
avery rapid and intense"high' that producesacraving for another "high." However, cocaineis metabolized
very quickly and the initid euphoriaquickly turnsto a"crash which produces depression and anxiety. The
symptoms of craving or withdrawal lead to a compulsive urge to regain the initid rush. Thus, cocaine use
leads to irritability, depression, and an insatiable urge to experience the cocaine high again.

DRUG USE INTHE U.S.

Figures 1 and 2 show the degree of high school senior drug use for the past nine years based on
datafrom Monitoring the Future (Johnston, Bachman, & O'Malley, 1975-1997). Figure 1 showsthetop
three drugs in terms of frequency of use. Alcohal is the most popular drug used by high school seniors.
While the percentage of use over a 30-day period has declined from a high of 70% in 1981, the current
useisdtill over 50%. Cigarette usage hasremained fairly congtant at around 30%, but in the past few years
this has been increasing. Findly, marijuana use has declined in the decade of the 1980s, but has been
increasing in the 1990s. For the most recent decade, halucinogen, stimulant, cocaine, and sedative use
hovers between 2 to 5% for the past 30 days. Thus, while drug use among high-school students may
appear to be lower than commonly assumed, and than in the 1980s, the use of alcohal isdarmingly high.

125



High School Senior Drug Use
Used in past 30 days

ng
(o)}
o

Ul
o

Percent Usi
LN
o

w
o

=N
o O

1981 1984 1987 1990 1993 1996

Year of Survey

Source: National
Survey Results on
Drug Use from
Monitoring the Fujure

Study —X— Marijuana—®— Alcohol —®— Cigarettes FIGUR
E1l

Johnston, O’ Mdlye, and Bachman (1975-1997) also report the amount of drug use among young
adults for the past year. Not surprisingly, acohol ranks number one with over 80% of young adults
reporting having used that substance. Cigarette use ranks second at around 40%, followed by marijuana
at 30%. Stimulants, hallucinogens, cocaine, and sedatives cluster at 5% or less. The datasuggest that 1991
was alow point in drug use, but, in the 1990s overdl, there has been adight increase in drug involvement.
It is obvious that alcohol use clearly dominates the drug scene for high-school youth and young adults.
Because of dcohol's disnhibiting effects, and its widespread use, this should be cause for concern in any
homicide prevention strategy.

ADAM

A relatively new data source is the Arrestee Drug Abuse Monitoring Program (ADAM) that is
being conducted by the Nationd Ingtitute of Justice. Over the course of one year, approximately 1,000
arresteesin 35 different citiesare given a urine test and a questionnaire within 48 hours of arrest. Thisdrug
tesing is done on a quarterly basis to random male and female arrestees to help account for seasonal
vaidion. ADAM tests for amphetamines, barbiturates, benzodiazepines, cocaine, opiates, PCP,
methadone, marijuana, propoxyphene, and methadone. A test for a cohol isnot administered although there
IS some evidence to suggest that thiswill be added to the ADAM program. Theresultsfor 1998 show that
nearly 70% of all mae arresteesand 67% of fema e arresteestested positive for one of theten listed drugs.
This ranged from a high in New Y ork City where 77% of maes and 82% of females tested positive, to a
low of 43% for malesin Anchorage, and 33% for femalesin Laredo, Texas. However, the vast mgjority
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of the cities in the sample produced results in the 60-70% range. The implications of these findings are
enormous when one considers that the range of possible offenses varied from larceny/theft to homicide.
Regardless of the offense, over 60% of arrestees tested positive for drugs.

Approximately 40% of ma e arresteestested positivefor cocaine; for femaearrestees, it was45%.
Of those arrested who tested positive for marijuana, nearly 50% were mae, and 30% werefemae. Opiate
use was in the 10% range, followed by methamphetamine and PCP. Methamphetamine wasvirtudly 0%
in most sample cities but certain cities in the western region of the country had a high rate of usage (Las
Vegas, 14% for maes, and 24% for fema es; Phoenix, 16% for maes, and 22% for fema es; Sacramento,
25% for maes, and 29% for females). Theremaining fivedrugs (barbiturates, benzodiazepines, methadone,
propoxyphene and methaguaone) were closeto 0%. Thetest used was Enzyme Multiplied Immunoassay
Tegting (EMIT). Thistest isat least 95% accurate but it only testsfor the presence of specific drugs. EMIT
does not give the concentrations of each drug. However, the inference is that a disproportionately high
number of homicide offenders are under the influence of adrug -- and the tests do not account for acohal.

Some drugs, such as cocaine and various opiates, are metabolized fairly quickly, while other drugs
are detectable over a much longer period. If the drug test is administered 48 hours after the arret, it is
possible that the offender may test negative for such substances despite being under the influence of adrug
at the time of the offense. On the other hand, other substances, most notably marijuana, remain in the
system for an extended period of time and may have little to do with the offense in question. Marijuanais
detectable upto 30 days, and may givethefdseimpression that it isrelated to many offenses, when, infact,
it leaves the blood stream quickly, attachesitsdlf to fat cells in the body, and then remainsin the body for
weeks.

The problem of drug testing is could be shown graphicaly. The detection period for dcohal is
measured in terms of hours with the use of ablood sample or aurine sample. Alcohol ismetabolized very
quickly, and within 24 hoursan individua will test negativefor acohol. For gpproximately thefirst 10 hours
after consuming acohal, it is detectable in the blood. A urine sample would be more gppropriate from 3
to 24 hours. Cocaine is detectable in the blood for the first 24 hours and then after that time period it is
detectable in urinefor an additiona 48 hours. Findly, the detectabletime period for marijuanais extremely
long. Marijuanais present in the blood for up to 10 days and in urine for up to 30 days. Marijuana was
found in gpproximately 50% of male arrestees and 30% of female arrestees. It isdifficult to give aprecise
meaning to the data when each drug has a different rate of metabolization, and the tests are administered
up to 48 hours after the arrest.

An additiond complication isthe way the drugs are ingested. The absorption the rate for cocaine
when it is taken intravenoudy, smoked, and ingested through the nasal membranes and oraly. The most
rgpid ingestion is via intravenous injection, but cocaine is then metabolized very rapidly, and after 15
minutes there is argpid decline in its effects. Smoking cocaine (referred to as "crack”) islessintense and
the effect lagtsless than 2 hours. Nasd ingestion isnot asrapid but the "high” or the "rush" may last for two
hours. Findly, the ord ingestion of cocaineis dow, with no discernible impact for the first 30 minutes, but
then a sudden "rush,” that may last for 2 hours, is experienced. Again, testing for a drug without being
cognizant of the method of ingestion may produce problematic results.
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DRUG TESTSRESULTSFROM ATLANTA

The remainder of this discusson will focus on findingsin Atlanta, Georgia. Atlantahasthe dubious
didinction of having the highest crime rate in the nation. It is aso thought to be a mgjor drug market and
digtribution center. Theresultsfrom ADAM for the city of Atlantashow that nearly three- quartersof mae
and femde arrestees tested positive for adrug. Cocaine useis extraordinarily highin Atlanta, with 51% of
mde and 61% of femde arrestees testing positive. Marijuanaemerges a a distant third (36% of male and
28% of femdes testing positive), and opiate use is less than 3%. Methamphetamine and PCP drug tests
were 0% for males and females. In 1997, 80% of homicide offenders and 60% of homicide victims had
acrimina record of adrug violation. Figure 2 showsthat of homicide offenders, nearly 50% had 5 or more
prior drug offenses, 20% had 3 or 4 prior drug offenses, and 10% had 1 or 2 prior drug offenses. A prior
drug offense was not as pralific for homicide victims, but a high proportion of homicide victims did have
prior drug-offense records. Thus, drugs are present in an inordinately high number of homicide cases, and
thismug be taken into congderation in any explanation of the causes of homicide and how it might be
prevented.
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FIGURE 2:

Homicide Victims & Offenders
Prior Criminal Record
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DRUG INTERACTIONS

A complicating factor in understanding the impact of drugs onan individua isthat the ingestion of
multiple drugs may result in adrug interaction. That is, the use of two or more drugs may not beasmple
additive effect on the individua but may produce atotdly different effect. Homicide victims and offenders
tend to be high users of cocaine, and toxicology findings from the medical examiner's reportsindicate that
homicidevictimstend to use dcohol aswell. It wasjust recently discovered that the combination of acohol
and cocaine results in a completely new pharmacologica substance that is cdled cocaethylene. Using a
“fed good” scae, the effects of cocaine and acohol separately are quite modest when compared to taking
them in combination. That is, cocathylene produces a much more intense effect that lasts considerably
longer than cocaine or dcohal. Similarly, asis shown in Figure 3, the monitored heart rate of subjectsusing
cocathylene as compared to ether cocaine or dcohol individually revedsamuch more dramatic effect and
the duration period of cocathylene is sgnificantly longer.
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Toxicology reportson homicide victimsindicate that nearly 40% of homicide victimstested positive
for cocaine, 25% tested positive for acohol, and 20% tested positive for dcohol and cocaine. Thismeans
that 85% of homicide victims were under the influence of cocaine, dcohal, or cocathylene. Marijuanais
al S0 present in gpproximately 25% of homicidevictimsaswell. Surprisngly, virtuadly no other drug appears
in the toxicology reports. Only 15% of homicide victims did not test positive for alcohol, cocaine, or
cocathylene.

CONCLUSION
Homicideisnot theact of asober, sane, individua. When the possession of ahandgun iscombined

withthe use of psychoactive drugs, specificaly acohol, cocaine or cocathylene, thelikelihood of homicide
occurring increases subgtantially. A cursory reading of police homicide reports clearly suggests that
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spontaneous anger or a petty dispute can lead to homicide. The 30 seconds of rage, when combined with
alethd weapon and the influence of acohol or cocaine, invariably resultsin actionsthet are conducive for
ahomicide outcome. Thus, it gppears that underlying many homicide events is the confounding influence
of dcohol and/or cocaine. It isestimated that there are 250- million gunsin the United States. A very smal
percentage of these wegpons are used in crimind actions. But a gun in the hands of an individud who is
"under the influence" produces a highly volatile situation. Clearly, dcohol and cocaine must be seen as
powerful contributing agentsin explaining homicide, and any successful homicide prevention program must
focus on the problem of drug use and abuse.
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STATE HOMICIDE VICTIMIZATION RATES:
DO REGRESSION RESULTSDIFFER BY SEX OR RACE?

Thomas B. Marvell, Justec Research, 155 Ridings Cove,
Williamsburg, VA 23185

ABSTRACT

Factors such as race and sex that could affect homicide victimization are examined. The study is
conducted with both state and nationa data, disaggregated by race and sex. The andyses use time-series
procedureswithindependent variablesthat arecommonly used in homicide studies: agesiructure, economic
variables, prison populations, and death penaty enforcement, among others. The coefficientsfor maeand
femde regressions differ no more than would be expected by chance, but thereis some difference between
races. The Sate-level andyss indicates that there are differences between races and sexes on variables
about which little or nothing is known.

INTRODUCTION

In comparing regression results for homicide victimization disaggregated by race and sex, both
nationa-leve data (1930-95) and state-level data (1950-96) are used. Both use Vital Statisticshomicide-
victimization data for White maes, White femaes, non-White males and non-White females. Also, both
anadyses use time-series procedures, with independent variables that are commonly used in homicide
gudies -- including age structure, economic variables, prison popul ations, and degth pendty enforcement.

NATIONAL-LEVEL REGRESSIONS

In the nationd-level study (Marvel & Moody, 1999), the findings supported those of Smith and
Kuchta for 1946-90 (Smith & Kuchta, 1995): that there is no discernible difference between mae and
femae homicide-victimization rate trends since 1930.

Nationd-level homicide rates -- disaggregated by sex and race -- wereregressed on asizablelist
of putative factors that affect homicide trends (Table 1). Theseinclude:

1) Economic variables: unemployment rate, red personad income, inflation (consumer price index), red
welfare expenditures, and female |abor-force participation rate.

2) Demographic variables. percent population in age groups 15-17, 18-24, and 25-34.

3) Law enfor cement response: prison population (average of current year and prior year) and the number
of executions.

133



4) Military variables: number of military personnel and two dummies for World War 11 (1942-45 and
1943-44).

5) Dummy variable: crack trend (for years 1985-1991).
All variables, except the crack-trend variable are per capita and logged.

Earlier, in a cross-section regresson anayss, Brewer and Smith (1995) found little difference
between maes and femaes for a number of amilar variables, and the same results were reached in this

study.

TABLE 1. FACTORSAFFECTING HOMICIDE VICTIMIZATION RATES,
NATIONAL LEVEL, 1930-95.

Non-Whites Whites
Femde Made Chow Femae Mde Chow
Regresson Regresson F Regresson Regresson F
coef.t coef.t prob coef.t coef.t prob
Unemploy-
mentrate .051.24 .041.07 .83 A1 2.24* .10 2.36* .87
Persond
income 44144 23 .82 57 -11 .31 -561.80 .26
Consumer
priceindex .14 .60 .482.09* .21 .92 3.29* .01 .06 .01*
Public
assistance .051.45 .134.02* .03* 05146 .02 .43 .39
Femde
labor force -.30 .78 -.752.12* .25 -481.13 551.34 .05*
Divorce
rates -211.38 -.07 51 .39 -171.00 .06 41 .22
Population
15to17 .05 .21 .09 .36 .87 45153 .21 .78 .43
Population
18to24 .82192 .751.89 .85 72153 .97227* .64
Population
25t034 42 91 .28 .65 .76 23 46 .25 55 .96
Prison

1 Adterisks indicate significance to the .05 level. Dependent variables are homicide-victimization rates. All substantive variables are per capita,
logged, and differenced (except that inflation, World War 11, and the crack phenomenon are not per capita, and the latter two are not logged). Chow tests are
for whether the female regression coefficient differs significantly from the corresponding male regression coefficient -- for the same variable. Columns 3 and 6
give the probability levels from the F tests. F tests were not conducted for last three variables, which are not substantive.
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population -1.08 3.44*-1.38 4.66* 41 -1.434.11*-1.39 4.30* .92
Desth

pendty .01 57 -.021.26 .11 02 .99 .041.77 57

Military

personnel  -.07 2.19* -.04 1.43 .34 -.01 .22 -.01 .31 .92
WW 11, 1942-

1945 dummy -.06 .98 .00 .01 .33 -.03 43 .02 .37 .50

WW 11, 1943-

1944 dummy -.14 2.93* -.11 2.52* 57 -.03 .62 -.122.28* .19
Crack, 1985

1991 trend .12 4.04* .155.58* .29 .061.97 .082.76* .66

A common issue in regresson research is how to tell whether regression coefficients in separate
regressions differ. Apparent differencesmight be wel withintheredm of chance. Thefact that a coefficient
is ggnificant in one regress but not in another does not mean that the two coefficients differ. In the present
andyss, the standard econometric test, the Chow test (Table 1) is used, which shows that only a few
coefficient differences are sgnificant -- about the same number as one would expect by chance.

STATE-LEVEL REGRESSIONS

The nationd-level sudy has several drawbacks which are addressed using State-level data. First,
whether differences between coefficients are significant is affected by sample Sze aswdl asthe sze of the
difference. The single nationd time seriesin Table 1 isunusudly long for criminology time-series research;
dill alarger sample sze might uncover significant differences. A pooled state-level mulltiple time-series
design provides amuch larger sample size than the nationd-level design.

Second, the only relevant datafor homicide victimizationsbefore 1950 arethefour categoriesused
in Table 1. One can only comparethefour. It isnot feasibleto compare males and femaes, or Whitesand
non-Whites. This can be accomplished, however, with state data starting in 1950.

The sate-level regressions use proceduressmilar to the nationa-level study in Table 1, except that
only six of the independent variables have Sate data. The sample sizeisvery large, with datafor 48 Sates
(exduding Alaska and Hawaii) for 1950-96. (Because of the loss of thefirst 5 years, the regresson Sarts
in 1954 as variables are differenced and four dependent variable lags are entered.) Thisisamultipletime-
series analysis with a fixed-effects model. For each state and for each year, there is a dummy variable
which controls for unknown factors, (Marvell & Moody, 1996).

The results are shown in Table 2. Again, the dependent variables are Vitd Statistics homicide
victimizations, but here they are broken down by sex (dl maesand dl femdes), and by race (dl Whites
and dl non-Whites). Oneis added to homicides before logging, because there were no homicidesin these
categories for severa dates in some years. (Again, the data are logs of differences.) Only six of the
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independent variables used on Table 1 have state-level data (as listed in Table 2). The regressons are
welighted by population.

The Chow F tests again suggest that there is little difference between sexes with respect to
coefficients onthe x subgtantive variables. None are sgnificant (Table 2, Column 3), and the Chow F test
for dl sx variables combined is far from sgnificant (F = .719 prob. = .63).

TABLE 2. FACTORSAFFECTING HOMICIDE RATES, STATE-LEVEL, 1954-96

Sex Differences Race Differences

Mde Femde Chow White  Non-White Chow

Vidims  Vidims F Vidims _Vidims F

coef. t coef. t prob coef. t coef. t prob
Prison Pop -17-3.01 -.12-1.71 .59 -11-1.85 -.17-2.15 .53
Per. Inc. 47 251 .32 1.37 .63 .64 3.39 -.04 -.17 .03
% Pop 15-17 1.10 3.40 .31 .78 .13 .66 2.03 1.12 2.57 .39
% Pop 18-24 .67 2.00 1.06 2.52 .47 .38 1.15 1.46 3.22 .06
% Pop 25-34 1.12 2.23 1.01 1.61 .89 1.02 204 50 .74 54
Executions .01 1.18 .01 1.49 .66 .02 1.92 .00 .22 .33
1956 dummy .03 1.00 .08 2.26 .25 .04 1.34 .07 1.75 .53
1957 dummy .06 2.11 .10 258 .48 .08 2.57 .08 2.06 .89
1958 dummy .03 1.11 .14 3.60 .03 11 350 .03 .73 .13
1959 dummy .11 3.79 .14 3.87 .50 14 489 .08 2.07 .21
1960 dummy .14 4.38 .17 4.26 54 16 498 .14 3.36 .79
1961 dummy .08 2.10 .08 1.68 .99 .13 3.40 -.00 -.02 .04
1962 dummy .01 .30 .09 1.95 .17 .06 1.80 .02 .54 52
1963 dummy .04 1.29 .06 1.37 .78 .07 2.10 .04 .98 .63
1964 dummy .06 1.77 .11 2.43 .42 10 2.77 .08 1.72 .79
1965 dummy .15 3.83 .05 1.02 .11 14 345 .13 2.36 .87
1966 dummy .11 3.04 .15 3.35 .47 14 394 .14 2.84 .95
1967 dummy .19 5.08 .19 4.26 .86 .20 545 .20 4.09 .96
1968 dummy .17 4.46 .13 2.62 .46 19 480 .22 4.21 .60
1969 dummy .12 3.19 .11 241 .90 14 3.67 .16 3.19 .71
1970 dummy .15 4.19 .17 3.84 .71 20 5.60 .15 3.04 .36
1971 dummy .13 297 .13 2.35 .98 17 3.83 .14 2.32 .67
1972 dummy .07 1.62 .06 1.03 .83 .09 2.00 .13 2.09 .62
1973dummy .02 .52 .19 3.71 .01 15 3,57 .06 1.06 .20
1974 dummy .09 2.20 .17 3.07 .30 19 436 .06 1.02 .07
1975 dummy .06 1.60 .13 2.51 .33 16 3.72 .00 .02 .02
1976 dummy -.08-2.21 .00 .17 .13 -01 -.44 -.07-1.42 .38
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1977 dummy -.01 -41 .04 .90 .33 .04 1.26 -.03 -.65 .20

1978 dummy .03 91 .01 .36 .77 .06 197 -.01 -.26 .16

1979 dummy .13 3.71 .08 1.89 .39 15 416 .11 231 .54

1980 dummy .19 501 .12 254 .25 21 542 .16 299 41
1981 dummy .10 2.60 .09 2.06 .99 11 290 .13 2.66 .67
1982 dummy .05 1.39 .10 2.38 .31 .07 206 .08 1.73 .87
1983 dummy -.05-1.50 .00 .02 .33 -.05-1.63 .00 .02 .32
1984 dummy -.05-1.76 .00 .25 .19 -.05-1.62 -.01 -.24 .43
1985 dummy .01 .40 .03 .86 .67 .00 .05 .03 .71 .58

1986 dummy .11 357 .11 295 .95 .06 1.96 .18 4.30 .02
1987 dummy .07 2.32 .15 3.91 .10 .06 216 .14 3.32 .16
1988 dummy .15 455 .15 3.71 .94 .07 226 .26 6.03 .01
1989 dummy .21 5.80 .12 2.77 .14 12 3.36 .26 5.30 .02
1990 dummy .23 7.47 .11 2.82 01 15 4.84 .29 6.79 .01
1991 dummy .22 7.01 .17 443 .35 .18 590 .26 6.01 .17
1992 dummy .09 3.23 .08 2.40 .87 .09 3.20 .13 349 .35
1993 dummy .09 3.31 .14 3.83 .35 .08 2.86 .14 3.78 .17
1994 dummy .04 1.75 .04 1.16 .85 .04 164 .05 145 84
1995 dummy -.04-1.44 .03 .85 .11 -.00 -.14 -.03-1.02 .46
1996 dummy -.07-2.70 -.05-1.55 .63 -.05-2.01 -.09-2.55 .38

As for differences between races, the results are less clear. The coefficients for persond income
are sgnificantly different (Table 2, Column 6), and coefficient differencesfor the percent of the population
18-24 are nearly significant. The Chow F for dl six variables -- 1.907 (prob. = .094) -- is not significant
to the .05 level but Sgnificant to the .10 leve.

Incontragt, thereisclear indication that the year dummies differ between sexes and between races.
The Chow test Fsfor differences in the 45 dummies are 3.195 (.0001) and 3.467 (.0001), respectively.
This means that the races and sexes are affected by factors other than the substantive variables entered,
but the regression does not indicate what these factors might be. Table 2 givesthe coefficientsfor the year
dummies (which estimate the proportiona change-- that is, the percent change divided by 100 -- occurring
each year that is not explained by the six subgtantive variables), and it can be seen that occurrences in
1958, 1973, and 1990 largely account for the sex difference. As for differences between races,
occurrencesin 1961, 1975, and 1986-1990 are especialy important. Thelatter aretheyearsof thegrowth
of the crack epidemic, and the findings suggest that crack use caused non-White homicides victimizations
to increase more than White homicides victimizations. Otherwise, Table 2 does not suggest what might
cause the differences.

SUBSTANTIVE RESULTS

Asfor thesubgtantiveresults at the nationd-leve , the mgor finding isthat thelargeimpact of prison
populations occursfor al four victimization types (Table 1). Thisimpact for total homicides at the nationd
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and datelevels (Marvel & Moody, 1997 and 1998) was discovered earlier. Another notable finding is
that the threat of execution appears to offer no deterrence.

Theimplication is that homicide rates are dominated by factors related to offenders rather than
victims. For example, imprisonment incapacitates potential murderers irrespective of the sex and race of
the victims. Thus, crime prevention activities should focus on potentid offenders, rather than on Stuationa
factors. Ma escomprise 90% of thosewho murder both malesand femdes. In Marvell and Moody (1999),
literature is compiled concerning the crimind history of men who assault or murder women. On average,
the 21 studies found that these men had substantid crimina records -- most as remarkable as records
for murderersin generd.

A comparison of Tables 1 and 2 shows that with respect to the variables having sate-level data,
the subgtantive findings in the Sate-leved andyss are condstent with those in the nation-leved -- with one
exception: prison population. The coefficientsinthe sate-level andyss, dthough significant, arefar smaler
thaninthenationd-level analyss. The authors havewritten before about thisdifference (Marvel & Moody,
1998), and the larger impact of the national prison populations is probably dueto movement of criminds,
such that imprisonment in one Sate largely reduces crimein others.
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FABRICATED ILLNESSAND HOMICIDE OF CHILDREN:
SOLVING COMPLEX MEDICAL PROBLEMSWITH THE HELP OF
A COMPUTERIZED DATABASE SYSTEM

Donna Rosenberg, University of Colorado Hedlth Sciences Center, PO Box 2821,
Avon, CO 81620

ABSTRACT

Homicide investigations occasondly involve massve amounts of medicd data A computerized
database system that could hold, organize, sort, and report on large amounts of complex medical datawas
not available, so one was developed. The database was designed for usein any casethat involves medica
data. It is especidly useful in cases of suspected Munchausen Syndrome by Proxy, aparticularly macabre
form of child abuse that may terminate only with the homicide of a child.

MUNCHAUSEN SYNDROME BY PROXY

A small percentage of children who are seen repeatedly for medica carearenot genuinedly, or were
not origindly, ill. Ingtead, they are victims of perssently fabricated illness, usualy a the hands of ther
mothers. ThisisMunchausen Syndrome by Proxy. Thechild victim may suffer devadtaingillnessasaresult;
al the while, hismother, usudly appearing loving and concerned, repeatedly presentshim for medicd care.

The most common waysof fabricating illnessinclude: repeated suffocating; poisoning with avariety
of substances that cause vomiting, diarrhea, decreased level of consciousness, or seizures, tampering with
the child in various waysto cause bleeding; or surreptitioudy introducing dangerous contaminants, such as
feces or sdiva, into a child's intravenous line.

Subgtantia proportions of children are killed in the context of Munchausen Syndrome by Proxy.
Sometimestheir deaths are misdiagnosed as natura or accidental, and their cases are closed permanently.
In other ingtances, the possibility that a child's antemortem illnesses were due to fabrication is consdered
only postmortem, when someone involved in the death investigation recognizes ared flag (see Figure 1).
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FIGURE 1: MUNCHAUSEN SYNDROME BY PROXY -- RED FLAGS

Cons dering possible genetic, metabolic, toxicologic, infectious, structura or environmenta causes of degth
n the differentid diagnosis, Munchausen Syndrome by Proxy should be suspected when a dead child's
Clinical higtory reveds one of the following:
1) A higtory of repeated medicd vigtsfor unusud, ill-defined or unpredictableiliness [especidly gpneq
and saizures that were never confirmed to be witnessed at their starting moment by anyone other than
the mother]
and afull medica evauation of the child which reveded no organic abnormality that could|
fully account for the child's reported illness,
or apartiad medicd evauation of the child which excluded mgor medica causes for the)
child's reported illness;
or any medica evauation which came to a concluson about the child's diagnosis but
whose accuracy, upon review, is serioudy questioned;
or death at any age with cause listed as SIDS.
2) The age of child at degth is outside the 2-4 month age range, and the cause of death is listed aS
SIDS;
3) The deceased child has aliving sibling with current, or past, chronic ill-defined medica problems;
4) The deceased child has a (previoudy or subsequently) deceased sibling
and the shling's degth is not clearly explained;
or the sbling's listed cause of degth isanillnessthat israrely fatd in childhood;
or theshling's cause of death isligted as rdated to an accidentd intoxication, or a highly|
unusud accident;
or the gbling died following an illness that was presumed to exigt, but which was ether|
unsubstantiated or excluded at autopsy;
or the gbling died following an ill-defined illIness;
or the shling's cause of death islisted as SIDS.
5) An unrdated child in the same home has previoudy or subsequently died;
6) The deceased child's mother has chronic, ill-defined medica problems.
A red flag is not a diagnoss. The presence of any of the above clinicd findings should spur further
investigation, but none of them is a diagnostic criterion for Munchausen Syndrome by Proxy. A
diagnosis of MSBP rests only upon clear evidence of illnessfagfication in the particular child a hand.

NEED FOR COMPUTERIZED DATABASE SYSTEM

If achild'sdesth issuspected to have occurred homicidaly in the context of Munchausen Syndrome
by Proxy, itisimportant when possibleto definitively include or exclude the diagnosis. Diagnogtic strategies
that might have been employed when the child was dlive -- such as covert video monitoring in hospitas --
are no longer available once the child is dead. Further, other sirategies, such as postmortem toxicology
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tests, even when positive, may not help differentiate between an accidentd and homicida manner of death.

One diagnogtic drategy, however, isdmost universaly possble and often diagnosticdly decisve:
medica recordsreview. In order to comprehensively conduct arecords review, acomputerized database
system was needed for the following reasons:

1) The data are voluminous: Some medicd records run to tens of thousands of pages, with each page
containing dozens of pieces of information. The pivota facts, and the pattern of those facts, though
present in the medica record, have frequently been obscured by the sheer volume of information.

2) The data are complex: The dgnificance of some information only becomes clear when seen in the
context of other information. In other words, there are relationships -- some aready known, some
discoverable only by careful searches -- between pieces of information. These relationships do not figure
importantly, or a al, inmaost other medical circumstances, but whentrying to sort factitiousfromred illness,
they may be pivota. Thus, when Munchausen Syndrome by Proxy is suspected, the questions eventudly
asked of the data are significantly more sophisticated than those asked using a standard database that
cataogs medicd information about a patient.

3) Thelegal implications are broad: A wide range of civil and crimind mattersis covered.

4) The stakes are high: Failure to correctly identify a case of Munchausen Syndrome by Proxy has
resulted in the permanent disability or desth of other children in the family; the failure to prosecute akiller;
the enrichment of akiller who isremunerated with insurance benefits (life, property, fire), or isasuccessful
litigant in a lawsuit againg the doctor or hospitd. Likewise, falure to correctly exclude a case of
Munchausen Syndrome by Proxy could result in a serious genetic disease or environmentd hazard going
undetected; unwarranted governmenta interference into the lives of grieving parents, unnecessary and
devagtating remova of sblings from the home; or wrongful prosecution, conviction, incarceration, or
execution of an innocent mother.

NECESSARY SOFTWARE FEATURES

The first step was to choose the software in which the database would be developed. Since dl
softwareisflawed, thegoa wasto find the software that had the best combination of necessary capabilities,
acceptable limitations, and endura